Apparent personality prediction from speech using expert features and wav2vec 2.0
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Abstract

Studies have shown that virtual assistants that adapt to the personality of the speaker are more effective and improve the overall experience of users. For this reason, automatic detection of a user’s personality has recently become a task of interest. In this work, we explore the task of detecting a person’s personality using their speech. To this end, we use the “First impressions Dataset” consisting of videos annotated with apparent personality labels. We train various systems using different modeling techniques and features extracted from the speech recordings including expert features commonly used for emotion recognition, and self-supervised representations given by wav2vec 2.0. We analyze the importance of each of these feature sets and relevant subsets for predicting the “Big-five” personality traits. Our results show that wav2vec 2.0 features are the most useful ones, and that their combination with expert features can result in additional gains.

Index Terms: apparent personality prediction, human-computer interaction, eGeMAPS, wav2vec.

1. Introduction

Personality traits have been extensively studied in relation to several aspects of human behavior such as emotional states [1], interests [2] and decision-making styles [3]. In the past few years, the growing popularity and demand of virtual assistants has led to an increased interest for automatically gathering this type of user information. This is due to the fact that interactive systems which are able to match users’ personality have proved to improve overall experience [4] and communication effectiveness [5]. Further, several studies have shown that users tend to attribute personalities to virtual interfaces, even when a small number of cues is present, responding to them in a similar way than in human-human interactions [6].

Even though describing the personality of any individual is a complex task, a simplified model has been widely accepted, called the Five-Factor Model of Personality [7], consisting of ratings for five independent traits called the “Big-five”: openness, conscientiousness, extraversion, agreeableness, and neuroticism. These ratings can be self-reported by the subject themselves through questionnaires or annotated by external listeners. Unfortunately, no dataset with speech or video recordings and self-reported personality is currently publicly available. For this reason, in this work, as in most similar works in the literature, prediction of personality traits is done using a dataset with ratings provided by listeners. This task is commonly called apparent personality prediction (APP).

The literature on APP has studied the use of video and audio signals and their combination for the prediction of personality traits [8, 9, 10]. In this work, we focus on paralinguistic features extracted from speech signals, which have been shown to be useful for predicting both self-reported [11, 12] and apparent personality [13, 14]. Among the speech-based features, pitch was shown to correlate positively with extraversion, and negatively with conscientiousness and agreeableness [15]. Other parameters that have been linked to personality are energy-related ones, loudness and sharpness, which have also shown to correlate positively with extraversion [16] and negatively with agreeableness [15]. An additional parameter that has been widely cited in the literature is speech rate, which was found to correlate with conscientiousness and agreeableness [17], as well as with extraversion [16]. The works above do not attempt to do prediction, focusing only on correlations between variables. A recent work that studies automatic prediction of personality traits using only the speech signal [18] shows that a model that used an extensive set of acoustic descriptors to predict self-reported personality ratings explained only 16% of the variance (unfortunately, the dataset used for this work is not publicly available). This demonstrated the difficulty of the task and the need for more research in this area.

In this work, we aim to provide a baseline for the performance of apparent personality prediction using only the speech signal. Such results, to our knowledge, have never been reported in the literature. To this end, we explore the use of expert features commonly used in emotion detection (eGeMAPS and speech ratio), and wav2vec 2.0 embeddings, modeling them with random forest regressors and a deep neural networks. We use the “First Impressions” dataset, the biggest publicly-available APP dataset to date, which consists of 10,000 short duration audios with Big-five personality ratings annotated by external listeners. We performed manual and automatic annotations on the presence of music in the recordings and used them to study the effect of music in the prediction. We highlight a problem with the official splits where chunks from the same video appear in training and test data resulting in optimistic results. Further, we study the impact of audio duration on performance. Finally, we include an analysis of feature importance by personality trait. The manually annotated music labels, the new data splits, and the scripts used for this work are available freely for research purpose upon request.

2. Methods

2.1. The “First Impressions” Dataset

The “First impressions” dataset [19], is a large publicly-available corpus labelled with personality ratings. It consists of 10,000 15-second videos extracted from youtube video blogs. It was first released for a personality prediction challenge (ChaLearn LAP 2016). Each video is rated with 5 labels corresponding to the Big-five dimensions, which were collected...
via Amazon Mechanical Turk (AMT) and then converted to normalized ratings, following the procedure described in [20]. These ratings are used as target values for our work.

The corpus consists of English speakers (mostly native) of different ethnic groups and gender. Prior work showed a significant bias in the ratings given to males and females in this dataset [21], with higher average ratings for all 5 traits for women than for men. Regarding ethnicity, lower ratings are given to African-Americans for all traits. In terms of data balance, male and female subsets are almost evenly distributed (M:45.4%, F:54.6%), while a severe imbalance is found across ethnic groups (Asian:3.3%, Caucasian:86.0%, African-American:10.7%). Given these observations, in our experiments, the data is split stratifying by gender, ethnicity, and average rating, ensuring that all splits contains the same proportion of females and males, of speakers of each ethnic group, and of speakers with similar average rating across all 5 traits.

In the official splits for this corpus, regions from the same video sometimes appear across training and test splits. In Section 3 we show that this leads to unrealistically optimistic results since models see some of the test speakers under the same acoustic conditions than in the training data. Hence, in this work, we split the data by video identifier.

In our initial data exploration we found samples containing background music, either edited or in-situ. To allow for an analysis of the impact of background music in system performance, we annotated samples containing music using two different approaches. The first one used Yammnt [22], an acoustic-event detection model trained on the Audioset Youtube corpus [23] to classify sounds into 521 event classes. We labelled a sample as having music if the probability of this event was larger than 0.1 according to Yammnt. This resulted in a subset of 1665 samples, which will be referred to as “Y-music”, with an average SNR of 9.3 dB (std=5.8). After some analysis we found that Yammnt failed to detect low-volume music. Because of this, manual annotations were performed, by listening to 3 overall seconds of every audio, corresponding to initial, middle and final segments, and labelling as containing music any sample for which any level of music was heard by the annotator. This resulted in a subset of 3332 samples labelled as containing music, which we will call “M-music”; with an average SNR of 12.5 dB (std=7.5) and a subset called “M-no_musica”, with an average SNR of 17.2 dB (std=9.5); which should not contain any music.

### 2.2. Feature extraction

Speech characteristics such as speech rate, intonation and energy, that are known to be affected by the speaker’s emotion have also been shown to be affected by the speaker’s personality [11]. For this reason, we explore the use of features that have been shown useful for the task of automatic emotion detection. The first set of features is the Minimalistic Acoustic Parameter Set (eGeMAPS) [24] which was shown useful for emotion detection in a number of previous studies [25, 26]. The features were computed using the openSMILE python library [27], in which 25 low-level descriptors (LLDs) including MFCC, F0, jitter, shimmer, spectral flux, spectral slope are extracted per frame (window size=30 ms, stride=10 ms) for the whole audio, and then summarized into 88 statistical descriptors, including mean, standard deviation, and percentiles. In addition to eGeMAPS, we compute the speech ratio for every sample, defined as the ratio between speech duration and overall duration. Speech timestamps were extracted using Silero [28], a neural network-based voice activity detector.

The second set of features explored in this work are w2v2vec 2.0 (w2v2) embeddings [29], which were also found useful for emotion detection [30]. These embeddings are extracted from the output of the CNN encoder and 12 transformer blocks of the w2v2 base model implemented in S3PRL1 [31], leading to 13 768-dimensional time series. Using all intermediate layers was shown in [32] to lead to better results than using only the last layer. To accelerate training, a local mean pooling with a window of 4 frames was applied to each time series, resulting in 12.5 embeddings per second.

To analyze whether background sounds may be degrading system performance, we explored extracting features over concatenated speech regions (“speech-only”) and compared it with those extracted over the full signal (“full wav”). While background sounds might still affect the speech regions, we hypothesized that their impact could be mitigated by discarding the non-speech regions, as shown for emotion detection in [33]. For this analysis, we run Silero speech activity detector to determine the regions containing speech.

### 2.3. Model training and testing

We use two modeling approaches to predict the five personality ratings. The first approach is a multivariate random forest regressor (RFR) trained to predict all 5 ratings simultaneously. The model was implemented in the scikit-learn v1.0.2 python library [34]. Its parameters were set to default values: 100 trees, no maximum depth and mean squared error averaged over all 5 traits as error computation criterion. The input features are given by the concatenation of all or some of the following sets: eGeMAPS, the speech ratio, and a summarized version of the w2v2 sequence of embeddings. The summary w2v2 vector is obtained by concatenating the embeddings extracted from all 13 layers averaged over time. This leads to a 9984-dimensional vector for which PCA is applied, reducing the dimensionality to 256. The PCA transform is obtained using the training data.

The second modeling approach is a deep neural network (DNN) trained using the 13 w2v2 time series. Following the model proposed in [30], weights are learned to combine the 13 embeddings at each frame, resulting in a single 768-dimensional vector per frame. These vectors are processed with a shallow frame-wise neural network and, finally, mean-pooled over time obtaining a single 768-dimensional vector per sample. Finally, an output layer takes this vector and predicts values for the 5 personality traits. The dense layers before mean pooling allow the model to potentially learn a new set of features useful for solving the APP task before losing the temporal information. This gives the DNN model an advantage over the RFR model, since in that case mean pooling is applied over the raw features after which PCA is performed, a process that does not take the APP objective into consideration. Mean squared error is used as training loss and the models are trained for 20 epochs. Details on the architecture, training procedure and hyperparameters can be found in [30].

For both model types, the training process consisted of 5-fold cross-validation, with folds divided by video identifier and stratified by gender, ethnicity and average rating. In order to obtain confidence intervals for every regression result, cross-validation splits were repeated 10 times, varying the random seed in the fold-determination algorithm. Further, in both cases, bootstrapping was performed 100 times for each cross-validation iteration to assess the variability due to the test data.1

1https://github.com/s3prl/s3prl
We use the coefficient of determination, $R^2$, as performance metric, computed on the concatenated predictions for all folds for each trait. Further, for some results we report the average per-trait $R^2$, $R^2_{ave}$.

3. Results and discussion

3.1. Background music effect
As described in section 2.1, the “First impressions” dataset was found to contain a significant amount of audio samples with background music. In order to quantify the impact of this type of noise on model performance, we compared the $R^2_{ave}$ for the RFR trained and tested on the Y-music, M-music, and M-no_music subsets. For this experiment, we first sampled 1000 audios from each subset, since larger subsets would tend to give better results due to having more available training data. This experiment showed a significantly worse performance for the “M-music” ($R^2_{ave} = 0.129$, std = 0.056) and “Y-music” ($R^2_{ave} = 0.111$, std = 0.054) subsets compared to the performance on the “M-no_music” subset ($R^2_{ave} = 0.149$, std = 0.061). Since the main goal of our work is to explore the use of speech-based features, we use the “M-no_music” subset for the rest of the experiments in this paper, which contains 6668 audio samples. The manual annotations on the presence of music will be used in future work for further studies on the impact of music in this task.

3.2. Global feature-type importance
Figure 1 displays $R^2_{ave}$ scores, corresponding to different combinations of expert features (eGeMAPS and speech ratio) and embeddings obtained from w2v2 as inputs to a RFR, as well as the results for the DNN trained on w2v2 embeddings. We compare the performance achieved by using the full audio signal (full wav) and only the concatenated speech regions (speech-only) as input for feature extraction. From the RFR results, we can see that using speech ratio in combination with egeomaps features improves the model performance significantly in both conditions “full-wave” and “speech-only”. This suggests that: 1) the speech ratio information is important for this task, and 2) egeomaps features are unable to capture this information in its whole. When both sets are used, the results on speech-only and full wav are similar, suggesting that, for this dataset, it is not necessary to filter out the non-speech regions before feature extraction. In fact, the best RFR results are obtained when using the full waveform for feature extraction. Figure 1 shows that systems that include w2v2 embeddings outperform those that use only expert features. This suggests that w2v2 embeddings contain relevant information for the APP task which is not present in the expert features. The w2v2 embeddings are excellent features for speech recognition, outperforming those traditionally used for this purpose [29]. Hence, we hypothesize that these features may be allowing the system to model, among other things, word choices, something not readily available in the expert features. Further, we can see that adding the expert features to the w2v2 embeddings leads to small improvements for the RFR models when the full waveform is used. This suggests that some of the information in these features is not well-represented in the w2v2 embeddings.

Figure 1 shows that the performance of the DNN model trained on w2v2 embeddings is significantly better than that of any of the RFR models. This gain is likely due to the fact that the DNN model has access to the full sequence of w2v2 embeddings, while the RFR model only sees a PCA-transformed average of those embeddings. Unfortunately, unlike for the RFR model, for the DNN model we were not able to obtain further gains from the combination of eGeMAPS LLDS and w2v2 embeddings (results not shown to avoid cluttering the figure). This could be due to the need for hyperparameter tuning as DNNs can be very sensitive to the learning rate, number of training epochs, layer or batch normalization, and dropout, among other hyperparameters. We leave this exploration, which will require holding out test data so that hyperparameter tuning can be done without leading to optimistic results, for future work.

3.3. Per-trait results and effect of splitting strategy
As mentioned in Section 2.1, the official splits of the First Impressions dataset had sections of the same video in training, development and/or test splits, and were not stratified. Table 1 compares $R^2_{ave}$ and individual per-trait $R^2$ scores, achieved by the best RF and the best DNN model using the official and our splitting strategy which divides the data by video and stratifies by gender, ethnic group and average rating. We can see that the global results observed in Table 1 carry over to individual traits, with the DNN model outperforming the RFR model for every personality trait. Further, we can see that “agreeableness” was the hardest trait to predict, as also found by the top performing teams of the Chalearn personality challenge [8, 9, 10]. We hypothesize that this could be due to an inherent difficulty of the task due to a lower agreement across annotators for this particular trait. Unfortunately, the annotator agreement for this dataset is not available. Finally, comparing results for both types of splits, we can see that the official splits led to optimistic results, likely due to sharing parts of the same videos in the test, development, and training splits. We encourage future users of this dataset to split the data according to video identifier. We can now compare our results with those obtained for the first impressions challenge. Our best result using the official splits has an $R^2_{ave}$ of 0.33. In contrast, the best results reported after the challenge were around 0.50 [8]. Those systems, though, use both the video and the audio signal in the models while our systems use only the audio signal, since our goal is to analyze how much information about a person’s personality can be extracted exclusively from their speech. Unfortunately, we were not able to find in those papers a report of audio-only results to make a direct comparison with our results.

3.4. Per-trait expert feature importance
In order to identify which expert features are the most important for predicting the rating of each personality trait, we divided...
Table 1: $R^2_{ave}$ and individual $R^2$ scores, using the official and our proposed folds, corresponding to the best models: RFR with w2v2+eGeMAPS+sr features and DNN with w2v2 features.

<table>
<thead>
<tr>
<th>Model</th>
<th>Splits</th>
<th>O</th>
<th>C</th>
<th>E</th>
<th>A</th>
<th>N</th>
<th>$R^2_{ave}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFR best</td>
<td>official</td>
<td>0.30</td>
<td>0.28</td>
<td>0.30</td>
<td>0.20</td>
<td>0.32</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>proposed</td>
<td>0.23</td>
<td>0.22</td>
<td>0.23</td>
<td>0.15</td>
<td>0.26</td>
<td><strong>0.22</strong></td>
</tr>
<tr>
<td>DNN best</td>
<td>official</td>
<td>0.34</td>
<td>0.36</td>
<td>0.35</td>
<td>0.22</td>
<td>0.36</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>proposed</td>
<td>0.29</td>
<td>0.32</td>
<td>0.31</td>
<td>0.17</td>
<td>0.32</td>
<td><strong>0.28</strong></td>
</tr>
</tbody>
</table>

them into 7 subgroups (defined in the caption of Table 2). Then, a RFR was run for each subset and combination of 2 and 3 subsets using the procedure described in Section 2.3 except that, for these experiments, separate RFR were run to predict each trait to allow each model to freely choose the most useful features for each trait. Table 2 displays per-trait scores corresponding to the top performing combinations of groups of features (n0 groups=1, 2 and 3), together with the best possible combination of features. We can see that the most important features are energy, pitch and spectrum cues, depending on the trait. The results regarding energy agree with the evidence found in literature in which it was shown to correlate with agreeableness [15] and neuroticism [35]. In fact, we found significant correlations ranging from 0.20 to 0.29 between all personality ratings and two eGeMAPS features ("loudness_sma3_amean", and "equivalentSoundLeveldB") which capture absolute energy-related characteristics. The importance of this acoustic cue was also confirmed by another experiment (not included in the table): a significant degradation in $R^2_{ave}$ was observed when doing per-sample normalization of the energy signal compared to using the unnormalized energy as in the table, indicating that the absolute value of the energy is important for this task. Regarding pitch, we found an association with extraversion, as also found in [35, 11], and conscientiousness. Moreover, spectral information was found relevant to predict openness, agreeing with the results in [35]. When analysing 2- and 3-way combinations, the speech ratio, was found to correlate with conscientiousness and agreeableness [17], as well as extraversion [16]. Further, the marginal performance gains which are observed when combining more than three groups of features suggest that the remaining features are not useful for prediction.

3.5. Duration analysis

Figure 2 shows the impact of audio duration on the $R^2_{ave}$ performance when restricting the input samples to have fixed durations between 1 and 15 seconds (the duration of the original samples). The results are obtained using an RFR with eGeMAPS features on the full audio signal, and shorter samples obtained by cutting the original ones at a random location. One shorter cut is created for each original sample for each marker in the plot. We can see that the performance degrades drastically for shorter audio samples. In fact, at 15 seconds the performance curve has not converged yet, suggesting that the system could still benefit from larger samples.

4. Conclusions

In this work, we study the feasibility of predicting apparent personality from short speech recordings of subjects. We show that expert features commonly used in emotion detection (eGeMAPS and speech ratio), as well as self-supervised speech representations (w2v2), contain relevant information for this task. Further, we show that the combination of both types of features leads to gains with respect to the best individual system when modeled with a random forest regressor. We further improved the performance by using a DNN taking the sequence of w2v2 embeddings as input. Combining w2v2 with eGeMAPS LLDs did not result in further improvements and more work is needed in this direction. We hope that the results presented in this study, together with data splitting guidelines, code (which is available upon request), feature extraction techniques, and dataset annotations, prove useful for future research in this task.
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