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Abstract

Recently, speech codecs based on neural networks have proven
to perform better than traditional methods. However, redun-
dancy in traditional parameter quantization is visible within the
codec architecture of combining the traditional codec with the
neural vocoder. In this paper, we propose a novel framework
named CQNV, which combines the coarsely quantized parame-
ters of a traditional parametric codec to reduce the bitrate with
a neural vocoder to improve the quality of the decoded speech.
Furthermore, we introduce a parameters processing module into
the neural vocoder to enhance the application of the bitstream of
traditional speech coding parameters to the neural vocoder, fur-
ther improving the reconstructed speech’s quality. In the exper-
iments, both subjective and objective evaluations demonstrate
the effectiveness of the proposed CQNV framework. Specifi-
cally, our proposed method can achieve higher quality recon-
structed speech at 1.1 kbps than Lyra and Encodec at 3 kbps.
Index Terms: speech coding, low bitrate, coarse quantization,
neural vocoder

1. Introduction
Speech coding has emerged as a prevalent technique in various
communication fields, such as mobile and satellite communica-
tion [1]. Its ability to significantly diminish the bandwidth and
storage costs needed for information transmission and storage
is well-known [2]. Existing traditional parametric codecs based
on the linear prediction model have achieved significant success
at bitrates above 2.4 kbps, such as MELP [3] and Codec2 [4].
These codecs rely on codebooks to quantize speech parame-
ters and generate speech perceptually similar to the original [5].
However, as the bitrate is reduced, traditional parametric codecs
face a performance challenge due to the inevitable increase in
quantization error.

With advanced deep learning, the deep neural network has
been universally applied to speech coding tasks, leading to
promising results. In particular, the end-to-end architecture em-
ploys an encoder-decoder architecture, where both the encoder
and decoder utilize neural networks and are jointly trained.
This method has achieved a high quality while passing speech
through a compact latent representation corresponding to very
low bitrates [6–10]. Among them, Soundstream [7] is a whole
end-to-end approach that compresses 24 kHz audio at the bi-
trates from 3 kbps to 18 kbps. Encodec [10], on the other hand,
employs a streaming encoder-decoder architecture with quan-
tized latent space and introduces a Transformer [11] language
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model to further compress the obtained representation by up to
40%. It reduces the bandwidth of the 1.5 kbps model to 0.9 kbps
and demonstrates superior performance compared to Opus [12]
at 6 kbps. While end-to-end techniques have proven superior to
conventional methods in low-bitrate speech coding, their black-
box nature poses a significant challenge for model interpretation
and improvement. Therefore, analyzing and enhancing end-to-
end models is still a daunting task.

The neural vocoder-based approach, on the other hand,
combines traditional and deep learning-based methods and pro-
vides more interpretability compared to the end-to-end archi-
tecture. Typically, the bitstream is generated by a traditional en-
coder and decoded by a neural vocoder. In [13], WaveNet [14] is
the first explored as a generic generative model combined with
Codec2 for speech coding, which achieves high performance
at 2.4 kbps. Similarly, vocoders, including SampleRNN [15],
and LPCNet [16] have been used in speech coding with a tradi-
tional encoder and present good performance [17, 18]. In order
to boost speed in synthesizing speech, StyleMelgan [19] has
been used to decode the bitstream of LPCNet at 1.6 kbps and
generated state-of-the-art quality with low delay [20] by a high
degree of parallelization.

The neural vocoder-based approaches mentioned above
have demonstrated that in combination with parametric codecs,
neural vocoders can achieve good quality in low-bitrate speech
coding. However, we summarise two main drawbacks based on
these methods: 1) Redundancy in parameter quantization.
The bitrates associated with existing research [13] at 2.4 kbps
and [16] at 1.6 kbps, exceed 1.2 kbps compared to the end-to-
end approach, which implies the bitstream of traditional speech
coding parameters exists redundancy that is not normally used
by the neural vocoder. 2) Possible performance limitations.
The neural vocoder employs a frame-based intermediate acous-
tic representation as its input, such as mel-spectrograms. How-
ever, the neural vocoder used in speech coding primarily relies
on traditional speech coding parameters as input. This diver-
gence in application contexts may impose limitations on the
performance of the vocoders. Thus, a direct combination of bit-
stream from parametric codecs with a neural network vocoder
may not be optimal.

The analysis above motivates us to design a new frame-
work that decreases the bitrate while significantly enhancing
the quality of the decoded speech. In this paper, we propose a
framework that involves coarsely quantizing the speech param-
eters obtained from Codec2 to reduce the bitrate. We explore
three ways of coarse quantization with different parameters.
The coarsely quantized parameters are then fed into the HiFi-
GAN [21] vocoder at a minimum of 1 kbps, which can solve
the first drawback. This framework simplifies the codebook de-
sign of quantizers in traditional parametric codecs and achieves
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Figure 1: The overall architecture of the proposed models. Parameters are coarsely quantized to a bitstream at (a) the encoder. At
(b) the decoder bitstream is de-quantized to parameters, and it passes through the processing module as the conditional input of the
vocoder.

high-efficiency coding. Meanwhile, a parameters processing
module is presented to tackle the second drawback by adopt-
ing three branches to carry different dilation rates of convolu-
tional layers, which can achieve high-quality decoded speech
reconstruction. This approach can significantly overcome the
drawbacks mentioned above. The contributions of this study
are summarized as follows:

• We explore the ability of the neural network-based vocoder to
produce speech with coarsely quantized parameters of the tra-
ditional speech codecs, which provides a simplified approach
to reduce the bitrate of speech while maintaining high quality.

• We present a parameters processing module that enhances
neural vocoders’ quality based on the bitstream of traditional
speech coding parameters. Meanwhile, we introduce a dy-
namic hyper-parameter to balance the losses during training.

• Experiments show that our method is preferred to previous
approaches even if they use more than 3x the bitrate.

2. Method
As shown in Figure 1, the proposed framework consists of
Codec2 components (encoder and de-quantizer) and HiFi-GAN
vocoder. The parameters quantizer is redesigned and trained on
the encoder, which uses fewer bits to quantize the speech pa-
rameters extracted from the source speech sampled at 8 kHz.
On the decoder, HiFi-GAN synthesizes 16 kHz speech with the
parameters from the de-quantizer.

2.1. Encoder

Codec2 extracts parameters from each frame of the speech with
a length of 10 ms. When working at 1.2 kbps, the parameters
of every four consecutive frames are jointly quantized. Fur-
thermore, 27, 16, and 4 bits are used to quantize the following
parameters: line spectrum pairs (LSPs), pitch and energy, and
voicing level. In order to reduce bitrate and explore the genera-
tive power of the neural vocoder with less input information, we
propose a coarse quantization of LSPs, pitch and energy. For the
voicing level, each frame is characterized by one-hot encoding,
so it is not possible to cut the bitrate further.
The quantization of LSPs : LSPs are sampled every four

frames, and the three frames in between are interpolated at the
de-quantizer. We use two-stage vector quantization [22] and
split vector quantization for LSP, which keeps the same with
Codec2 1.2 kbps. The 10-order LSPs are quantized in the first
stage by using a codebook with the size of 512, which indicates
that 9 bits are used to index the code vectors. And the quantiza-
tion residual is computed. In the second stage, the quantization
residual is split into two 5-dimension vectors, composed respec-
tively of the odd-order and even-order components of the resid-
ual vector, and then quantized independently using two code-
books with the same size of 128 rather than 512. This operation
indicates that index bits decrease from 9 to 7. All three code-
books are trained by using the LBG algorithm [23]. The quanti-
zation of LSPs achieves a reduction in the number of bits from
27 to 23 for four consecutive frames.
Joint quantization of Pitch and Energy : Pitch and energy are
quantized by joint vector quantization. They are sampled ev-
ery two frames, and the frame in between is interpolated in the
decoder. The dimension of the codebook is 2. The first item
is the log2 of the pitch compared to the lowest frequency, and
the second item is the energy in dB, defined in Equation 1 and
Equation 2, where Wo is the pitch, and e is the energy.

xp = log2

(
Wo

π
· 4000

50

)
(1)

xe = 10× log10
(
e+ 10−4) (2)

A codebook with a size of 256 is used in Codec2 at 1.2 kbps
for quantizing pitch and energy. We designed and trained a new
codebook with a size of 64, reducing the bits from 16 to 12
for a packet composed of 4 continuous frames. The codebook
is designed using a method that combines prediction and vec-
tor quantization [24], which uses the prediction residuals and
inter-frame correlation to improve the performance of the code-
book, i.e., the prediction vector of the current frame is based on
the prediction coefficients and the previous frame. The predic-
tion coefficients are 0.8 for pitch and 0.9 for energy, following
Codec2. Our codebook is trained on the residual vectors cal-
culated by prediction and initial vectors. Moreover, weighted
errors are computed for different features, e.g., pitch and en-
ergy errors are given much higher weights on stationary speech
than on non-stationary speech or silence.
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Figure 2: Comparing spectrograms of a test sample. Starting from (a) 16 kHz ground truth, (b) Lyra at 3 kbps (c) Encodec at 3 kbps,
(d) CQNV-v3 at 1 kbps.

2.2. Decoder

In the decoder, a de-quantizer obtains parameters from the bit-
stream. Then the parameters are introduced to condition the
HiFi-GAN model at 100 Hz to produce speech signals. To con-
dition HiFi-GAN, this work uses 23-dimension features, LSPs,
energy, pitch, voicing level, and linear prediction coefficients
(LPCs) calculated from LSPs. Instead of providing the fea-
tures straight to the network, we employ a module as shown
in Figure 1(b) to process the parameters. In this module, we
adopt three branches to carry different dilation rates of convo-
lutional layers to generate feature maps with different receptive
field sizes. More precisely, the pitch is multiplied elementwise
by voicing level to obtain a representation through this mod-
ule. It is processed separately from the rest of the conditioning
parameters because the pitch is critical for high-quality synthe-
sis. Then LSPs, energy, and normalized LPCs parameters are
passed through the same block to obtain another representation.
Two representations are passed through concatenation to condi-
tion the HiFi-GAN. With the module, the neural vocoder based
on the bitstream of traditional speech coding parameters can ef-
fectively reconstruct speech.

HiFi-GAN, a generative adversarial network consisting of
one generator and two discriminators, achieves more efficient
and high-fidelity speech than auto-regressive or flow-based
models. It is trained to produce an audio waveform when con-
ditioned on mel-spectrograms, along with GAN losses and two
additional feature losses for improving training stability and
model performance. Following the similar research [25], we
introduce a dynamic ratio of the feature matching loss λFM to
replace the fixed hyper-parameter used in [21]. It is the ratio of
the mel-spectrograms loss to the feature matching loss during
training. Our final objectives for the generator and discrimina-
tor are as follows:

LG = LAdv(G;D)+λfmLFM (G;D)+λmelLMel(G) (3)

LD = LAdv(D;G) (4)

, where we set λmel = 45 and λfm = LMel(G)/LFM (G;D).
This implementation effectively balances the losses and im-
proves convergence speed during training.

3. Experimental Setup
3.1. Datasets

We use VCTK multi-speaker datasets [26] to train and evaluate
the proposed coding method. The total length of the audio clips
is approximately 40 hours, and the sample rate of the audio is

44.1 kHz. We downsample the speech data to 8 kHz for train-
ing codebook and 16 kHz for training HiFi-GAN. The code-
book and HiFi-GAN are trained with the same corpus from 100
speakers, including 57 female and 43 male speakers, and tested
with 8 unseen speakers, including 4 females and 4 males.

3.2. Implementation

Four codebooks are trained, three for quantizing LSPs and one
for pitch and energy parameters. Based on the coding architec-
ture of Codec2 at 1.2 kbps and the newly trained codebooks,
three versions of the coding scheme with coarsely quantized
parameters are developed. Table.1 shows the bit allocation of
parameters in different versions for each packet with a length
of 40 ms. i) CQNV-v1: bits of LSPs are reduced from 27 to 23,
and the bitrate is reduced to 1.1 kbps; ii) CQNV-v2: bits of pitch
and energy is reduced from 16 to 12, and the bitrate is reduced
to 1.1 kbps; iii) CQNV-v3: bits of LSPs are reduced to 23, and
bits of pitch and energy is reduced to 12, so 1 kbps.

Table 1: Bit allocation for a 40 ms packet. Comparison of our
three different versions and Codec2 at 1.2 kbps.

Codec2 CQNV-v1 CQNV-v2 CQNV-v3
LSPs 27 bits 23 bits 27 bits 23 bits
Pitch and Energy 16 bits 16 bits 12 bits 12 bits
Voicing level 4 bits 4 bits 4 bits 4 bits
Spare 1 bit 1 bit 1 bit 1 bit
Total 48 bits 44 bits 44 bits 40 bits

We train HiFi-GAN using one NVIDIA RTX 3090 GPU.
Our batchsize is set to 32. For the generator, we set kernel sizes
of transposed convolutions, the dilation, and kernel sizes of the
residual stack to [5,4,4,2],[1,3,5],[3,7,11]. The FFT, window,
and hop sizes are respectively set to 1024, 640, and 160. The
optimizer, weight decay, and learning rate decay of the network
are consistent with those in [21]. The adversarial training lasts
for about 800k steps.

3.3. Evaluation

Evaluation Metrics. The evaluation of the proposed method
involves both subjective and objective metrics. To measure the
subjective quality of the reconstructed speech, we utilized the
MUSHRA methodology [27]. A group of ten listeners, includ-
ing four females and six males aged between 19 to 26, partic-
ipated in the subjective listening tests. Twenty utterances, ran-
domly selected from the test set, were evaluated. As for objec-
tive metrics, we employ the ViSQOL [28] to measure the objec-
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tive quality of the proposed method. Objective evaluation and
ablation studies are measured by “speech” ViSQOL, which op-
erates on speech resampled at 16 kHz. All the utterance signals
are resampled to 16 kHz in our experiments.

Baselines. We compare our proposed method with both
traditional codecs and neural codecs, including Codec2 [24] at
3.2 kbps, Opus [12] at 6 kbps, Encodec [10] at 3 kbps, and
Lyra [29] at 3 kbps which is trained on thousands of hours of
speech data with speakers in over 70 languages1. For Encodec,
we select the 24 kHz pre-trained model to synthesize speech at 3
kbps without using Transformer language model2. In addition,
we use Speex [30] at 4 kbps as a low anchor.

4. Results
4.1. Subjective test

Figure 3 shows the MUSHRA score as a function of codec bi-
trate, where higher values and better perceptual quality. We ob-
serve that the three versions of the proposed method outperform
all the baselines, including both traditional parametric and neu-
ral codecs, especially showing absolute advantages compared to
traditional speech codecs. The proposed method obtains obvi-
ously higher MUSHRA scores than the traditional coders, with
a sharp decrease in the bitrates. Notice CQNV at 1 kbps reaches
better performance than Lyra at 3 kbps and Encodec at 3 kbps,
proving our proposed method’s effectiveness.

 
0 10 20 30 40 50 60 70 80 90 100

Reference

CQNV-v1

CQNV-v2

CQNV-v3

Encodec 3 kbps

Lyra 3kbps

Opus 6kbps

Codec2 3.2kbps

Speex 4kbps

Figure 3: MUSHRA subjective test. The indicated interval in
black represents the 95% confidence interval for each score.

Figure 2 illustrates a test sample’s spectrograms. It can be
seen from the area indicated by the dotted box that the spectro-
gram in the medium and low frequency band of speech synthe-
sized by CQNV well matches the original signal. This indicates
that CQNV reconstructs the harmonic structure of medium and
low frequency bands better than that of Lyra and Encodec.

4.2. Objective test

For objective evaluation, we use all samples from the test set.
We estimate the objective quality of the speech by computing
ViSQOL. As shown in Table 2, we compare our methods with
Lyra at 3 kbps and Encodec at 3 kbps. Table 2 shows that our
proposed method CQNV-v1 outperforms all other models even
if they use more bandwidth. We further observe that CQNV-v1
achieves higher ViSQOL than CQNV-v2, indicating that there is
much redundancy in parameters LSPs than in parameters pitch
and energy in Codec2. We also notice that the ViSQOL of

1https://github.com/google/lyra
2https://github.com/facebookresearch/encodec

CQNV- v3 is comparable to that of CQNV-v2 with saving 4 bits,
demonstrating that our method effectively removes the redun-
dancy in speech parameters.

Table 2: Objective evaluation of CQNV based on ViSQOL.

Method Bitrate ViSQOL
CQNV-v1 1.1 kbps 3.123
CQNV-v2 1.1 kbps 3.030
CQNV-v3 1 kbps 2.957
Lyra 3 kbps 2.865
Encodec 3 kbps 3.083

4.3. Ablation studies

We conduct several additional experiments to evaluate the effec-
tiveness of the parameters processing module and the dynamic
hyper-parameter. We compare our method with the one without
the processing module and another without a dynamic hyper-
parameter in the same setup. As shown in Table 3, we can
see that the processing module and the hyper-parameter sig-
nificantly improve the performance in speech reconstruction.
We also notice a slight degradation between the non-dynamic
hyper-parameter and dynamic hyper-parameter, which is more
evidence of the effectiveness of this processing module.

Table 3: Objective evaluation of CQNV-v3 at 1kbps. Ablation
studies validate the effectiveness of the parameters processing
module and the dynamic hyper-parameters.

Method ViSQOL
CQNV-v3 2.957

-v3(w/o.λFM) 2.918
-v3(w/o.processing) 2.866
-v3(w/o.λFM and processing) 2.836

5. Conclusions
In this work, we present a novel framework that combines
coarsely quantized bitstream with HiFi-GAN to lower the bi-
trate while preserving high-quality performance. Our proposed
method involves coarse LSPs, pitch and energy quantization
while maintaining compatibility with existing codecs. This ap-
proach removes extra information that is not usually used by
neural vocoders, and simplifies the codebook design of quan-
tizers in traditional parametric codecs. In addition, incorporat-
ing a processing module based on traditional speech coding pa-
rameters’ bitstream and introducing a dynamic hyper-parameter
to balance the losses during training has been shown to en-
hance the quality of decoded speech. Our experimental results
demonstrate the effectiveness of the proposed method in reduc-
ing the redundancy in speech parameters and improving the per-
formance of the vocoder in speech reconstruction.
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