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Abstract

Conversational Emotion Recognition (CER) is an important
topic in the construction of intelligent human-machine interac-
tion systems. The emotion is mainly influenced by the conver-
sational context and the speakers. In addition, sufficient uti-
lization of the relevant features of both speech and text modes
is also crucial to the performance of CER. Based on the above
considerations, we propose a novel Speaker-aware Cross-modal
Fusion Architecture (SCFA). Within a single modality, we de-
sign a conversation encoder, including a context encoder and
a speaker-aware encoder, to model the conversational content
and the intra- and inter-speaker influence, respectively. On this
basis, cross-modal fusion attention is introduced to extract the
cross-modal characteristics of the conversation, so as to better
detect the emotions in conversation. We conduct experiments
on the IEMOCAP and MELD datasets. Compared with state-
of-the-art baselines, SCFA achieves better performance on av-
erage.

Index Terms: Speech emotion recognition, Multi modal fea-
ture fusion, Attention mechanism

1. Introduction

Emotion awareness is an important property of advanced arti-
ficial intelligence. Conversational emotion recognition(CER)
which aims to identify the emotional status of utterances in con-
versations has been one of the research hotspots[1, 2, 3, 4].
It makes human-machine interaction more natural. Conversa-
tions contain information in both speech and text models. Since
speech is the acoustic expression of semantics, researchers re-
spectively analyze the emotional information of speech from
audio and text, using speech processing and natural language
processing[5, 6, 7]. However, previous work has proved that
it cannot accurately detect the emotional category through one
modal information[8, 9, 10, 11, 12, 13]. For example, from
the text aspect, it is hard to distinguish if the sentence 1 just
deleted my Twitter” is an expression of happiness or anger. In
this case, tone can be a good aid in judging emotions. Therefore,
models must be capable of processing cross-modal information.
Because of the ability to capture the information of different
modalities, cross-modal models can achieve better performance
than uni-modal models.

Since conversation is an interactive process, an important
feature of CER that differs from traditional emotion recogni-
tion tasks is the influence of conversation participants. On the
one hand, the speaker’s emotion has continuity[14], that is, his
own conversational context will affect the expression of the cur-
rent discourse emotion. On the other hand, the emotions of
other speakers will have an impact on the current speaker, thus
making his mood change[15]. Many studies [16, 17, 18, 19]
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have shown that modeling interactions between speakers can
better extract conversational information An effective approach
is to construct relationship graphs to model the dependencies
between speakers, and then use graph neural networks to pro-
cess them[19]. However, such models are difficult to handle
when the number of speakers changes, and the increasing num-
ber of speakers will make the model very complicated. In order
to solve these problems, [20] proposes a method to simplify
speaker dependence. Instead of setting relationships between
every two speakers, they establish dependency relationships
with all other speakers centered on the current target speaker.
It should be noted that excessive processing of conversational
context based on speaker dependence may lead to the loss of
some semantic information.

In order to solve the above problem and improve the per-
formance of CER, we propose a novel Speaker-aware Cross-
modal Fusion Architecture (SCFA), which consists of three
modules: utterance encoding, intra-modal conversation encod-
ing, and cross-modal fusion. First, at the discourse level, the in-
put of the two modes is embedded, and the utterance-level fea-
tures are obtained by an utterance-level encoder, respectively.
Those utterance-level features are concatenated to obtain con-
versational context. Next, within a single mode, a context trans-
former is used to combine the conversational context with the
concatenated discourse original embeddings to maximize the
retention of conversational semantic information. Meanwhile, a
speaker-aware transformer is employed to model the intra- and
inter-speaker dependencies. The intra-modal conversational en-
coding is obtained by combining the above two features using
intra- modal attention. Then, cross-modal fusion attention is in-
troduced to make full use of the information interaction between
the modes to obtain the cross-modal session features. Finally,
intra-modal and cross-modal features are fed into a classifier to
predict the emotion category of utterances.

The contributions of this paper are summarized as follows
 For intra- modal conversational feature, we propose a con-

versational encoder, which consists of a context encoder and
a speaker-aware encoder. The former is used to model the
context feature of the conversation, while the latter is used to
capture the intra- and inter-speaker influence of the emotion.

e We introduce a Cross-modal Fusion Attention (CFA) to
model the interaction of conversational features between
modes.

» Experimental results on IEMOCAP and MELD datasets
show that the average results of the proposed method achieve
better performance on the two datasets.

2. Methodology

We propose a speaker-aware cross-modal fusion approach for
conversational emotion recognition. The framework of the
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Figure 1: The framework of the proposed speaker-aware cross-modal fusion architecture(SCFA). Given two input modes of text and
speech, the utterance encoding module firstly encodes the input of the two models and extracts the discourse features respectively.
The extracted discourse features are spliced into the conversational context and then input into the intra-modal conversation encoding
module. We introduce a context transformer and a speaker-aware transformer respectively. The former is used to capture the global
features of the conversational context, and the latter captures the speakers themselves and the interactions between speakers by means
of masks. The above features are then entered into a CFA to extract the cross-modal fusion features. Finally, an emotion classifier is

used to identify the emotional labels of each utterance.

model is shown in Figure 1. In the encoder module, we en-
code the input data of two modes to obtain the feature rep-
resentation in the word level. In the speech coding module,
the speech and text are embedded and appropriate networks are
used to extract the utterance features in the two modes, respec-
tively. The utterance-level features are concatenated to obtain
the conversational context features, which will be sent to the
next module for further processing. In the intra-modal conver-
sation encoding module, we design a feature extraction network
that combines speaker-aware and conversational context infor-
mation. Among them, context transformers combine the orig-
inal embedding and global characteristics of a conversation to
fully capture the context of a conversation. speaker-aware trans-
formers employ mask mechanisms to model the intra- and inter-
speaker interactions. Through the above modules, we obtain the
conversation-level features in speech and text modes. Then, we
introduce cross-modal fusion attention to capture cross-modal
conversation features. Finally, the intra- and cross-modal con-
versational features are fed into the classifier to predict the emo-
tional category.

2.1. Task Definition

Formally, a spoken conversation can be defined as C'
{u1,u2, -+ ,un}, where N is the number of utterances in
the conversation C. Utterance u; = {w;,1,wiz2, - ,Wi,r,},
whereL; is the number of words in w;. The conversation
involves M speakers denoted as SP = spi1,sp2, - ,SPM,
where M is the number of speakers. The task of conversa-
tional emotion recognition is to predict the emotion label Y =
{y1,y2, - ,yn} for each utterance correspondingly.

2.2. Utterance encoding

Text encoding Before feature extraction, we use word embed-
ding to represent the input utterances and connect them to get
the original embedding representation of the conversation.

e;,; = embedding(w;,;)

ey
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where e; ; € R is the embedding of w;_;, d. is the dimen-
sion of e; ;. In the same way, u¢ € R%i*% and is the embed-
ding of u;. After that, BIGRUs are applied to encode the text
features. Each GRU unit calculates a hidden state defined as

ul = {ei, -

— —
h',h' = BiGRU(h'~', '™, z")
-« &)
h' = concat(h', h'),
where ! is the input of the current moment ¢, '~ (R'™1) is

the hidden state of the BiGRU at the previous moment ¢ — 1
(t + 1). After utterance feature extraction and concatena-
tion, the conversational context can be represented as H'
{hi, b3, Ay}

Speech embedding We employ 3D static representation [21] to
extract the feature of the speech signal. After a series of op-
erations, containing Fourier transform, Mel spectrum filtering,
and derivation, the 3D static features of the speech signal com-
posed of log-Mel, d, and § — § can be obtained. In order to
capture utterance-level audio features, we adopt local feature
learning blocks (LFLB)[22], which are composed of multiple
2-dimensional convolutional layers, batch normalization layers,
and Leaky ReLu layers. Thus, the corresponding word-level
audio feature sequence h,can be obtained as

h* = LFLB(a;;), @
where a; ; is the 3D static feature of the j-th frame in utterance
u;. Similar to the text mode, the conversational context can be
represented as H* = {h{,hS,--- A}y }.

2.3. Intra- modal conversation encoding

The feature extraction process of dialogue feature extraction
module in speech and text modes is very similar, so we will
not introduce it separately in this section.



Context transformer We use transformers to extract the
context features of the session and the original embedding of
the conversation, respectively. The utterance to be predicted is
treated as a query matrix, and the session context is treated as a
key-value matrix. By calculating their self-attention separately,
we can know how important each utterance in the context is to
the current utterance. Among them, the Q, K, V matrices are
obtained by linearization calculation of the context matrix H*
obtained in the last module.

[QF, K*, V"] = Linear([H*, H", H]) 5)
* Tx*
7" = softmax(Q\j{g W, 6)

where * € {a, t}, represents the speech and text modal.

Speaker-aware transformer Speaker-aware features are
also extracted using transformers. Inspired by [20], we use two
masks M, and M, to calculate intra- and inter-speaker self-
attention, respectively. For intra-speaker attention, the mask
corresponding to the position of the current speaker’s utterances
are assigned a value of 1, and the position of the rest of the ut-
terances are assigned a value of negative infinity. Similarly, for
inter-speaker attention, the mask corresponding to the position
of the current speaker’s utterances are assigned a value of neg-
ative infinity, and the position of the rest of the utterances are
assigned a value of 1. Then the speaker-aware self-attention is
calculated as follows

* Tx

Zy = softmax(QKi\/zi@]wp)V* ™
* Tx

Z; = softmax(QKi\/;l@MZ)V*, ®)

where ® means element-wise multiplication.

Through the previous calculation, different self-attention
can be obtained, which respectively represent the characteris-
tics of the intra-modal conversation in different aspects and are
independent of each other. The above attention heads are con-
cated in series to obtain the multi-head attention in the mode,
and then LN and FFN were used for normalization to obtain the
output of the model.

Z7* = LN(MHA(Z") + H") ©)
0" = max(0, Z*W1 + b1)Wa + bo (10)
o :LN(O*—i-Z*) (11)

where LN represents the Layer Normalization, and MHA means
multi-head attention.

2.4. Cross-modal feature fusion

In the cross-modal fusion attention module, we modified the at-
tention of the two modes respectively by cross-calculating the
dot product between Q and K of the current utterance and con-
text between the modes, so as to obtain the inter-modal influ-
ence. Cross-modal attention is calculated as

tr-Ta

AZ*7 = softmax(Qf/% we, (12)
ar Tt

AZ7TY = softmaac(Q\j(a W (13)

Subsequently, AZ*~* and AZ*™“ are used to update the at-
tention of the original mode to obtain the attention containing
cross-modal features.

Z*=LN(Z*+AZ'"7%) (14)
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Z'=LN(Z"+ Az, (15)
Finally, we send the concat of two intra- modal attention and
two cross-modal attention to the classifier.
2.5. Emotion classification

For the final classification of emotions, we use a full connection
layer and a softmax layer.

fe =tanh(Wyic+ by) (16)
ot = softmax(Wo fe + bo) (17)
Y = argmazx(ot[i]), (18)

where ¢ € [1, k], k is the number of emotion classes, and ¥ is
the emotion class predicted by the model. The training loss is

as follows
L==> yilog(y). (19)

3. Experiments and Results
3.1. Datasets

We compare the performance of our model with that of the
baseline model on the IEMOCAP[23] and MELD[24] dataset.
IEMOCAP is a multi-modal conversation dataset, with each di-
alogue performed by two actors based on the script. It consisted
of 151 dialogues with 7,433 utterances, each of which was la-
beled as one of six emotional labels: happy, sad, angry, excited,
frustrated, or neutral. MELD is also a multi-modal conversa-
tion from the TV series Friends. It contains 1433 dialogues and
13,708 utterances, involving 7 emotional categories including
anger, disgust, sadness, joy, neutral, surprise, and fear. The di-
vision of datasets is shown in Table 1.

Table 1: The division of IEMOCAP and MELD.

Dataset Division Utterances Dialogues
train 120

IEMOCAP val 3,810 12
test 1,623 31
train 9,989 1,039

MELD val 1,109 114
test 2,610 280

3.2. Implementation details
Our model is implemented on the PyTorch platform. In text
mode, a 300-dimensional Glove is used as word embedding.
And utterance features are set to 300 dimensions. In speech
mode, we use the openEAR toolkit to extract utterance-level
speech features. CNNs utilized in LFLB use convolution ker-
nels of size 3 x 3, and the step size is (1,1). The initial learning
rate is 0.0005, and the decay rate of the learning rate is 0.001.
We use the AdamW|[25] optimizer. The maximum period of
model training was 100 epochs, and the training was stopped if
the loss did not decrease for 10 consecutive epochs.
3.3. Baselines
To evaluate the performance of the proposed model, we com-
pared it with the following baselines:

¢-LSTM [26] is a context-related discourse representation
constructed according to context. C-lstm+att uses attention at
each timestep, making it better able to focus on important con-
textual information. DialogueRNN [18] distinguishes different
participants in a conversation in the form of interaction, and
models the context, state, and emotion of different speakers.
IEIN [27] is a simulation of a speaker’s emotional interaction
using emotional labels based on the iterative prediction of con-
versation progression. BiERU [28] applies a two-way emo-
tional circular unit that takes full advantage of both parties in



Table 2: Performance comparison of the 10-fold cross-validation in terms of Accurancy and F1 between the proposed SCFA with the
baselines on the IEMOCAP and MELD. * indicates that the improvement achieved by our model compared to the optimal baseline is

statistically significant under the 1-tailed t-test (p < 0.05).

IEMOCAP MELD

Method happy sad neutral angry excited frustrated Average Average
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc wF1 Acc wF1

c-LSTM-+att 30.56  35.65 56.73 6290 57.55 53.00 59.41 59.24 52.84 5885 6588 59.41 56.32 56.19 57.50 55.71
DialogueRNN  25.69 33.18 75.10 78.80 5859 5921 64.71 6528 8027 7186 61.15 5891 63.40 62.75 56.10 55.90
IEIN - 53.17 - 77.19 - 61.31 - 61.45 - 69.23 - 60.92 - 64.37 - 60.72
BiERU 49.81 3275 81.26 8237 500 6045 67.86 6539 63.14 7329 5977  60.68 65.35 64.24 60.70 60.48
TRMSM 4336 5022 8123 7582 66.11 64.15 60.39 60.97 77.64 7270 62.16 6345 65.34 65.74 63.23 62.36
MM-DFN - - - - - - - - - - - - - 65.41 - 58.34
SCFA(Ours) 4624 47.61 8223 8130 63.77 59.08 70.13* 68.52* 7426 74.63* 6438 64.29* 67.91% 66.42* 64.86* 63.69*

Table 3: Ablation study on the IEMOCAP database. In the ta-
ble, T and A represent text and audio modal input only, and w/o
CFA, w/o CTr, and w/o SaTr represent the performance with-
out the proposed Cross-modal Fusion Attention, Context Trans-
former, and Speaker-aware Transformer, respectively.

Approach  Acc wF1
SCFA 6791 66.42
T 63.82  62.89
A 49.24  48.66
w/o CFA 6244 62.88
w/o CTr 64.35 62.93
w/o SaTr  65.65 65.37

Table 4: Ablation study on the MELD database.

Approach  Acc wF1
SCFA 64.86  63.69
T 59.32  57.76
A 4737 44.18
w/o CFA  61.24 59.70
w/o CTr 62.09 61.43
w/o SaTr  61.33  60.21

the context of the conversation to predict emotions, regardless
of the parties involved. TRMSM]20] is a hierarchical approach
that utilizes three masks to model speaker dependencies. MM-
DFN][29] designs a graph-based dynamic fusion module for fus-
ing multi-modal context features in a conversation.

3.4. Experimental results

We used Accuracy and F1 to evaluate the performance of the
models on both datasets, and the experimental results are shown
in Table 2. On the IEMOCAP data set, our model achieve the
best results in 8 out of all 14 indicators and achieved the best
average ACC and F1. And nn the MELD dataset, SCFA im-
proves by 4.1 and 2.8 points on ACC and F1, respectively, com-
pared with the previous optimal results. By observing the per-
formance of different emotion categories, SCFA has a more bal-
anced performance compared to the baselines, indicating that
it can better identify various emotions. It is worth noting that
SCFA shows the best performance in the more intense emo-
tions such as sad, angry, and excited. The possible reason is
that when the speaker expresses these emotions, the emotional
features contained in the voice are more obvious, which is eas-
ier to distinguish from the relatively gentle emotions. The above
results demonstrate the superiority of the SCFA.
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3.5. Ablation study

In order to explore the role of each part of our model, we con-
ducted an ablation study. The results on the two datasets are
shown in Table 3 and Table 4, where T and A represent the re-
sults of removing the speech modal and text modal based on
our model, respectively. W/o CFA represents to removal of
the CFA from the model and only provides the features of two
single modes to the classifier. W/o CTr and w/o SaTr denote
the removal of the context transformer and the speaker-aware
transformer in the intra-modal conversation encoding module,
respectively.

Obviously, compared with the single-mode method, the
cross-modal method has a fair improvement in performance.
This indicates that different modes contain complementary
emotional information. In the absence of cross-modal fusion,
the result of ACC and wF1 decreased by more than 3 in both
datasets. The experimental results verify the effectiveness of the
CFA. It can be seen from the experimental results that removing
the context transformer module also has a significant impact on
Acc and wF1. As for the speaker-aware transformer module,
the ablation results of the two datasets seem to show different
effects. The speaker-aware transformer appears to have little
effect on model performance on IEMOCAP, while more pro-
nounced on MELD. A possible explanation for this result is that
there are only two speakers per conversation in [IEMOCAP, and
MELD is a multi-party conversation dataset, so our model can
better capture speaker interactions on MELD.

4. Conclusions

In this paper, we propose a speaker-aware cross-modal fusion
attention model (SCFA) for conversational emotion recognition.
For the conversation context, the model combines the original
embeddings with the conversation transformer to roundly pre-
serve the context characteristics. For speaker-aware features,
the model obtains the intra- and inter-speaker influence through
different masks. The conversation encoding within speech and
text modal are fetched by utilizing the above two mechanisms.
Furthermore, we introduce CFA to capture the inter-modal in-
teractions. The average performance on both the IEMOCAP
and MELD datasets has improved to some extent compared
with baselines. And the results of ablation studies also show
the validity of the various parts of the proposed model.
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