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Abstract
Contrastive learning has become one of the most impressive
approaches for multi-modal representation learning. However,
previous multi-modal works mainly focused on cross-modal un-
derstanding, ignoring in-modal contrastive learning, which lim-
its the representation of each modality. In this paper, we pro-
pose a novel contrastive learning strategy, called Turbo, to pro-
mote multi-modal understanding by joint in-modal and cross-
modal contrastive learning. Specifically, multi-modal data pairs
are sent through the forward pass twice with different hidden
dropout masks to get two different representations for each
modality. With these representations, we obtain multiple in-
modal and cross-modal contrastive objectives for training. Fi-
nally, we combine the self-supervised Turbo with the super-
vised multi-modal classification and demonstrate its effective-
ness on two audio-text classification tasks, where the state-of-
the-art performance is achieved on a speech emotion recogni-
tion benchmark dataset.
Index Terms: contrastive learning, multi-modal representation
learning, audio-text classification

1. Introduction
Recently, as an effective self-supervised strategy of learning
representations, contrastive learning has been successfully ap-
plied in multi-modal tasks. By learning the alignment be-
tween different modalities, contrastive learning projects differ-
ent modal representations into a joint semantic space. For ex-
ample, CLIP [1] uses large-scale image text pairs to learn uni-
modal representations and bring the representations into the
joint multi-modal space through contrastive learning. Similarly,
CLAP [2] learns to associate language and audio modalities by
contrastive learning. They have achieved outstanding results
comparable to supervised learning.

The general steps of previous multi-modal contrastive
learning methods can be summarized as follows. First, the two
modalities are modeled by their respective encoders to obtain
the corresponding representation. Then the respective represen-
tations from the same multi-modal pair constitute the positive
samples, and the rest in the mini-batch constitute negative sam-
ples. Finally, contrastive learning is used to learn representa-
tions by pulling positive samples closer together and pushing
negative samples farther away. However, this approach only fo-
cuses on the contrast of cross-modal representations, ignoring
in-modal contrastive learning. The success of uni-modal con-
trastive learning methods, such as SimCLR [3] and SimCSE [4],
has proven that in-modal contrastive learning can effectively en-
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hance representation learning. Accordingly, we propose simul-
taneously incorporating in-modal and cross-modal contrastive
learning to promote multi-modal understanding. On the other
hand, previous multi-modal contrastive learning approaches are
usually used in pre-training, which requires enormous amounts
of pair-wise multi-modal data. However, collecting and clean-
ing pair-wise data is difficult, especially in specific domains.
Therefore, we adopt a simple approach that directly combines
the supervised multi-modal classification task with contrastive
learning.

In this paper, we propose a novel self-supervised contrastive
learning method called Turbo and apply it to multi-modal clas-
sification. Motivated by the idea of R-Drop [5] and SimCSE
[4], we use dropout [6] twice to get multiple representations
for two modalities and utilize these representations to compare
and learn in-modal and cross-modal information. Dropout is
usually a way to regularize a network, but here we are using its
randomness to get different representations for data augmenta-
tion. Specifically, in the training step, we let each multi-modal
data pair go through the forward pass twice and get two dif-
ferent representations for each modality by randomly dropping
out some hidden units. Then we carry out in-modal contrastive
learning for the two representations from the same modality and
cross-modal contrastive learning for the representation of differ-
ent modalities. The loss of the Turbo we defined is the sum of
several in-modal and cross-modal contrastive losses. Finally,
we train Turbo as an auxiliary task to improve the performance
of the multi-modal classification tasks. Comparing to previ-
ous multi-modal methods, Turbo first propose to incorporate
in-modal contrastive learning and obtains multiple in-modal and
cross-modal contrastive objectives from the same input pair, en-
hancing the generalization of representation learning.

By combining the Turbo training method, we have achieved
significant improvements in audio-text classification tasks.
Compared to the baseline, we observed accuracy improvements
of 5.59% for the speech emotion recognition task and 3.83%
for the device-directed speech detection task. At the same time,
we outperform the previous systems on the emotion recogni-
tion benchmark dataset IEMOCAP [7] and achieve state-of-
the-art performance. Further analysis of experimental results
shows that the Turbo method can improve the alignment and
uniformity [8] of modal representations, thus improving the
performance of the system.

2. Method
The overall framework of our model with the Turbo method
is shown in Fig.1. We take acoustics and language modalities
as an example to introduce the proposed multi-modal frame-
work. Audio-text pairs are firstly sent into an audio encoder,
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Figure 1: Overview of our proposed classification framework with Turbo

e.g., wav2vec2 [9] or Whisper [10], and a text encoder, e.g.,
BERT [11] or GPT [12], respectively. Then we construct multi-
ple in-modal and cross-modal contrastive objectives for audio-
text pairs in a mini-batch using the Turbo method. Concur-
rently, representations of audio-text pairs will be concatenated
and sent to a linear classifier. Finally, we jointly optimize the
classifier’s supervised loss and the Turbo’s self-supervised loss.
We show numpy-like pseudocode for the Turbo in Listing 1.

2.1. Encoder with Dropout Mask

For each input audio-text pair {xa, xt}, we first feed the au-
dio and text to the encoder respectively to get the utterance-
level embedding. Let ea ∈ Rd1 denote the audio embedding,
and et ∈ Rd2 denote the text embedding after the encoder.
Each audio-text pair can be denoted as {ea, et}i in a mini-batch,
where i ∈ [0, N ] and N is the batch size. Then we send audio
and text embeddings, ea and et, into a joint multi-modal space
of dimension d by using a trainable fully-connected layer:

ha = FCa(ea);ht = FC t(et) (1)

where ha ∈ Rd, ht ∈ Rd, FCa and FC t are the fully-connected
layers for audio and text respectively. After the above process,
we can obtain {ha,ht}i for the audio-text pair {xa, xt}i through
a training forward pass.

Inspired by SimCSE [4] and R-Drop [5], dropout can be
used in data augmentation and regularizing the output predic-
tions. We apply it to multi-modal contrastive learning. Con-
cretely, we place dropout masks on the encoders and fully-
connected layers. Dropout will randomly drop part of units in
each neural network layer. We feed the same input audio-text
pair {xa, xt}i to the forward pass of the network twice. Because
of different hidden dropout masks, we can get two representa-
tion pairs: {h1

a ,h
1
t }i and {h2

a ,h
2
t }i.

2.2. In-modal and Cross-modal Contrastive Learning

Previous works, such as CLIP and CLAP, usually focus on
cross-modal contrastive learning and ignore in-modal informa-
tion, weakening the ability to extract information from a single
modality. Consequently, we add the extra in-modal contrastive
learning in the training step. Taking the audio modality as an

example, h1
a and h2

a are similar audio representations obtained
from the two forward passes. Then we take them as “positive
pairs,” and other audio representations in the same mini-batch
as “negatives” during contrastive learning. The specific train-
ing objective for in-modal contrastive learning can be defined
as follows:

ℓain = − log
N∑

i=1

exp
(
sim

(
h1
a,i,h

2
a,i

)
/τ

)
∑N

j=1 exp
(
sim

(
h1
a,i,h

2
a,j

)
/τ

) (2)

where ℓain is in-modal InfoNCE loss [13] of the audio modal-
ity, N is the batch size, τ is a temperature hyper-parameter,
sim(.) denotes the cosine similarity calculation and h1

a,i,h
2
a,i

represent the audio representations for first and second forward
passes respectively. For the text modality, we apply the same
process to get ℓtin.

Since there are two audio-text representation pairs
{h1

a ,h
1
t }i and {h2

a ,h
2
t }i for the same pair {xa, xt}i, we can

build four different cross-modal contrastive objectives, i.e.
{h1

a ,h
1
t }i, {h1

a ,h
2
t }i, {h2

a ,h
1
t }i, {h2

a ,h
2
t }i. Then we can

respectively calculate the corresponding cross-modal InfoNCE
Loss: ℓ1,1cross, ℓ1,2cross, ℓ2,1cross and ℓ2,2cross. Taking ℓ1,1cross as an ex-
ample, it means the contrastive loss between h1

a and h1
t in the

mini-batch, which can be defined as:

ℓ1,1cross = − log
N∑

i=1

exp
(
sim

(
h1
a,i,h

1
t,i

)
/τ

)
∑N

j=1 exp
(
sim

(
h1
a,i,h

1
t,j

)
/τ

) (3)

Then, incorporating in-modal and cross-modal contrastive
learning, the loss of Turbo is formulated as:

ℓTurbo = ℓain + ℓtin + ℓ1,1cross + ℓ1,2cross + ℓ2,1cross + ℓ2,2cross (4)

2.3. Supervised Classification with Turbo

For each labeled audio-text pair, we obtain two representation
pairs {h1

a ,h
1
t }i and {h2

a ,h
2
t }i after two forward passes. Each

pair can be chosen to be trained for supervised classification.
Taking {h1

a ,h
1
t }i as an example, we concatenate it and send

it through a simple linear classifier. After that, the predicted
probability distribution ŷ for the target class is as follows:

ŷ = softmax[W · (h1
a ⊕ h1

t ) + b ] (5)
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where W and b are trainable parameters, and ⊕ denotes the
concatenation operation. Multi-class cross-entropy (CE) is cho-
sen as the loss function of this classifier: ℓce.

Finally, we treat Turbo as an auxiliary task for classifica-
tion. The overall objective will be:

ℓtotal = λℓce + (1− λ)ℓTurbo (6)

where λ is a balancing hyperparameter.

3. Experiments
3.1. Datasets

To evaluate the proposed multi-modal model, we conduct ex-
periments on two audio-text classification tasks, i.e., speech
emotion recognition (SER) and device-directed speech detec-
tion (DSD).
Speech Emotion Recognition: The purpose of the SER task
is to identify whether the audio recording belongs to one of the
categories, such as happy, sad, angry, or neutral. We use the In-
teractive Emotional Dyadic Motion Capture (IEMOCAP) [7],
an open multi-modal emotion recognition benchmark dataset.
Following previous works [14] [15], the dataset contains 5,531
utterances in total (1,636 happy, 1,084 sad, 1,103 angry and
1,708 neutral). In the training process, we perform 10-fold
cross-validation where each 8, 1, and 1 folds are used for the
train, validation, and test sets, respectively. The performance
of this task is measured in widely used evaluation metrics:
weighted accuracy (WA) which is the overall classification ac-
curacy and unweighted accuracy (UA) which is the average ac-
curacy over the emotion categories.
Device-directed Speech Detection: The DSD task aims to dis-
tinguish voice queries intended for a virtual voice assistant de-
vice from background speech [16] [17]. Since this is no publicly
available data for this task, we evaluate it on the real-life in-
house dataset, named REJ, which consists of audio utterances
with ground truth annotations of device-directed or non-device-
directed. The dataset contains roughly 50K utterances and is
split into train, validation, and test partitions with 40K, 5K, and
5K utterances, respectively. The class split is roughly 1:1 to bal-
ance the two classes in each partition. We utilize the equal error
rate (EER) and accuracy (ACC) to measure the classification.

# audio_encoder - Wav2vec2 or Whisper
# text_encoder - Bert or GPT

# extract feature representations
A_1st = audio_encoder(audio_input)
T_1st = text_encoder(text_input)

# second forward calculation
A_2nd = audio_encoder(audio_input)
T_2nd = text_encoder(text_input)

# in-modal contrastive learning
loss += InfoNce(np.dot(A_1st, A_2nd))
loss += InfoNce(np.dot(T_1st, T_2nd))

# cross-modal contrastive learning
loss += InfoNce(np.dot(A_1st, T_1st))
loss += InfoNce(np.dot(A_1st, T_2nd))
loss += InfoNce(np.dot(A_2nd, T_1st))
loss += InfoNce(np.dot(A_2nd, T_2nd))

Listing 1: Numpy-like pseudocode for the core of an implemen-
tation of Turbo.

Method IEMOCAP REJ

WA UA ACC EER

V anilla 0.7076 0.7177 0.8944 0.0938
+CLcross 0.7238 0.7265 0.9152 0.0786
+Turbo 0.7635 0.7709 0.9327 0.0676
Table 1: Comparison of baselines and our method

Method Year WA UA

Xu et al. [18] 2019 0.725 0.709
Liu et al. [15] 2020 0.724 0.701
Krishna et al. [14] 2020 - 0.728
Li et al. [19] 2020 0.727 0.735
Makiuchi et al. [20] 2021 0.735 0.730
Chen et al. [21] 2022 0.743 0.753
Ours 2023 0.764 0.771

Table 2: Comparison with previous methods on the IEMOCAP

3.2. Experimental Setup

We use wav2vec 2.0-base and BERT-base models from Hug-
gingFace repositories1 as the audio and text encoders, which
both have 768-dimensional embeddings. The optimizer for the
model is Adam, with a learning rate of 1e-5. The training batch
size is 64, and we set the early stopping setting as ten epochs.
Dropout is applied with a probability of 0.2 after every feed-
forward layer except the output layer. The hyperparameter λ is
set to 0.5 according to experimental results. All experiments are
conducted on a single Nvidia RTX 3090 GPU.

For comparison, we build two multi-modal models as our
baselines. The first one, the vanilla model, directly concate-
nates the output of audio and text encoders for classification. It
forwards only once and without any contrastive learning loss.
The second one is based on the vanilla model with a simple
cross-modal contrastive learning loss, similar to CLAP[2].

3.3. Results

Table 1 shows the results of the mentioned approaches for the
IEMOCAP and REJ datasets. +CLcross denotes the second
baseline with cross-modal contrastive loss. Overall, the pro-
posed framework with the Turbo method substantially outper-
forms the vanilla model, a strong baseline based on the pre-
trained wav2vec and BERT in both tasks. For the IEMOCAP
dataset, the proposed Turbo achieves improvements of 5.59%
and 5.32% on UA and WA. Equally, Turbo improves the accu-
racy by 3.83% and reduces EER by 2.62% for the REJ dataset,
confirming the proposed method’s effectiveness and universal-
ity. In addition, comparing the second baseline with the vanilla
model, we can find that cross-modal contrastive learning im-
proves performance for multi-modal classification. This is be-
cause the contrastive loss will guide the classification loss dur-
ing training and affect the representations to improve audio-text
alignment. Compared with the two baselines, Turbo yields sta-
ble improvements no matter what dataset, which shows the su-
periority of our special in-modal and cross-modal contrastive
learning method to understand multi-modal information.

1https://huggingface.co
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The comparison results of our method with some previous
multi-modal methods on the IEMOCAP are listed in Table 2.
These methods have learned modal information by directly cal-
culating the correlation between different modalities based on
the attention mechanism, which can generate extra noise infor-
mation and damages the performance. They concentrated on the
complex strategy of fusing multiple modalities, without consid-
ering the distribution of the representations within each modal-
ity. In contrast, we use Turbo contrastive learning method to
guide the representations of different modalities to aligned fea-
ture space. The experimental results indicate that the proposed
method can improve the ability of the fusion of modalities with-
out any complex fusion methods (we only use the method of
concatenating features directly) and achieve state-of-the-art per-
formance.

3.4. Analysis

To better understand the effectiveness of Turbo, we use
alignment and uniformity [8] to measure the quality of
learned representations. The pseudocode for these two met-
ric calculations is shown in listing 2, which is slightly differ-
ent from the uni-modal computing method in [8]. Alignment
means the alignment (closeness) between corresponding cross-
modal audio-text pairs, and uniformity means the uniformity
(coverage) of the uni-modal representation space on the unit hy-
persphere. In general, models with better alignment and unifor-
mity can achieve better performance.

We show the alignment and uniformity plot of three mod-
els evaluated on the IEMOCAP in Fig.2. Lower numbers of
alignment and uniformity are better. For each method, we train
three times and visualize the embeddings in the figure. There
are several observations. Compared with the vanilla model, the
”+CLcross” model dramatically improves the alignment be-
cause of the cross-modal contrastive learning. Turbo can fur-
ther improve the alignment since it has multiple cross-modal
contrastive objectives for the same audio-text pair. In terms
of uniformity, the Turbo method is substantially superior to
the ”+CLcross” and vanilla models. That is because Turbo
performs additional in-modal contrastive learning. This phe-
nomenon is also reflected in Fig.3, in which we visualize the
distributions of audio representation space for three models. Re-
sults indicate that the Turbo method achieves the most uniform
distribution, which again proves the superiority of our method.

# A: the distribution of audio representation
# T: the distribution of text representation

# the calculation of alignment
def lalign(A, T, alpha=2):

return (A-T).norm(dim=1).pow(alpha).mean()

# the calculation of uniformity
def lunif(A, t=2):

sq_pdist = torch.pdist(A, p=2).pow(2)
return sq_pdist.mul(-t).exp().mean().log()

Listing 2: Pytorch-like pseudocode for calculating alignment
and uniformity.
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Figure 3: Feature distributions with Gaussian kernel density
estimation (KDE) in R2.

4. Conclusions
In this work, we propose Turbo, a contrastive learning strategy
for multi-modal classification tasks. Unlike previous works that
only focus on cross-modal contrastive learning, Turbo performs
in-modal contrastive learning simultaneously. By forwarding
twice, Turbo obtains multiple in-modal and cross-modal con-
trastive objectives for the same input pair, which enhances
the generalization of representation learning. We demonstrate
the effectiveness of our method on two audio-text classifica-
tion tasks. Compared with the vanilla method, we achieved a
5.59% improvement in weighted accuracy on the SER task and
a 3.83% improvement in weighted accuracy on the DSD task.
Further analysis indicates that Turbo can effectively enhance the
uniformity and alignment of multi-modal representations.

In the future, we will explore extending our proposed Turbo
to audio-text pre-trained learning and improve performance for
the downstream tasks. We also intent to expand our proposed
multi-modal learning method to include the visual domain and
integrate three modalities for classification.
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