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Abstract
Recent advances in self-supervised learning (SSL) have re-
markably improved speech recognition performance for low-
resource languages. On the other hand, with data of an increas-
ingly larger scale required for SSL, the pre-training process has
become extremely time-consuming. To address this problem,
we propose an unsupervised data selection method based on
utterance-level language similarity and a curriculum learning
strategy to boost the efficiency of multilingual SSL pretrain-
ing while maintaining performance. We conduct experiments
on five languages in COMMONVOICE dataset. Compared to the
baseline with all data for pretraining, we pretrained on only 25%
of the data and saved 60% of the training steps with even better
performance on the target low-resource language.
Index Terms: low resource speech recognition, data selection,
self-supervised pretraining, curriculum learning

1. Introduction
Benefiting from abundant paired data for training, end-to-
end (E2E) automatic speech recognition (ASR) models have
achieved promising results on rich-resource languages [1–4].
However, significant performance degradation has been ob-
served when E2E models are applied to low-resource lan-
guages [5] where curated corpora are hardly available. To ad-
dress this issue, it has been found effective to adopt the pretrain-
ing and fine-tuning paradigm that exploits a significant amount
of multi-lingual data and restrained monolingual data from the
target language to improve ASR performance.

Multilingual transfer learning and multilingual meta-
learning are two approaches that leverage labeled data to pre-
train a seed model with multi-lingual data, which is then used
for initialization during fine-tuning [6–10]. This strategy nar-
rows the parameter search space, making it easier to converge
on data from low-resource target languages [11, 12]. To fur-
ther improve low-resource automatic speech recognition (ASR),
[9] introduced an auxiliary speech-to-text translation task that
translates labeled speech from a rich-resource language to text
in a low-resource language. Additionally, [10] proposed to opti-
mize the set of parameters in the seed model with meta-learning
for fast adaptation to different languages. However, it’s impor-
tant to note that both multilingual transfer learning and meta-
learning require paired data throughout the pre-training and
fine-tuning paradigm.

While multilingual transfer learning and meta-learning re-
quire paired data, self-supervised learning (SSL) has become
a popular technique for various tasks because of its ability to
extract semantic clues from easily accessible unpaired speech
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data [13–16]. A pre-trained SSL model can be fine-tuned ef-
ficiently with minimal supervised data and training steps to
produce an adequate ASR model [17]. For instance, XLSR-
53 [18] and XLS [19] were pre-trained on 56k and 500k hours of
speech data, respectively, across many languages. Both models
achieved impressive results across various languages, demon-
strating the capability of SSL models. However, existing SSL
works usually train large and general models without consid-
ering the similarity between the pre-training data and a spe-
cific target language. As a result, it takes significant compu-
tational results to train SSL models on enormous amounts of
unselected data. Additionally, the mismatch between the pre-
training data and the target language for evaluation might lead
to performance degradation. Recent works have attempted to
address this issue. For example, [20] and [21] intentionally pre-
train on data from the same language family as the target lan-
guage, while [22] and [23] employ a language identification net-
work for language-level data selection. Although the amount of
training data is reduced, these methods fail to exploit potentially
beneficial data from other languages that are excluded from pre-
training.

In this paper, we propose an approach to enhance the data
efficiency of SSL pre-training for specific target languages by
utilizing data selection based on utterance-level language sim-
ilarity. Specifically, we rank and select the pre-training data
by measuring similarity through the embedding distance to the
low-resource target language. Additionally, we introduce an ex-
tension to dynamic curriculum learning [24], where the diffi-
culty of training samples is assessed by the weighted sum of
the language similarity and running loss. We adopt wav2vec2.0
as the SSL architecture and evaluate the proposed approach
through experiments conducted on five languages in the COM-
MONVOICE dataset.

Our contributions can be summarized as follows: (1) For
ASR on a target language, we significantly reduce the data and
time required for SSL pre-training. (2) We provide insights into
the SSL pre-training data selected for each target language. (3)
Compared to the baseline with all data for SSL pre-training, we
achieve even better performance with only 25% of data and 60%
training time.

2. Methodology
2.1. Utterance-level Language Similarity Evaluation

It has been validated in [22,23] that a LID network trained with
a small amount of unpaired speech can effectively distinguish
data from different languages. The bottleneck features extracted
from the LID network can be used for language similarity eval-
uation. In this work, we adopt the Time Delay Neural Net-
work (TDNN) [25] as the LID network and evaluate the simi-
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larity of an utterance to a specific language with the extracted
bottleneck features.

Denote the target language as l, the embedding of l as El,
the set of all utterances in l as L, and the embedding of the
utterance u in the dataset as Eu. The similarity between Eu

and El is evaluated as their cosine distance:

d(Eu,El) =
Eu ·El

∥Eu∥ · ∥El∥
(1)

where the language embedding El is defined as the aver-
aged embedding of all utterances u ∈ L :

EL =
∑

u∈L

Eu

/∑

u∈L

1 (2)

2.2. Data Selection

In prior studies, the main focus has been on language-level pre-
training data selection, which involves excluding all data from
unselected languages from the pre-training process. However,
we argue that this practice may not be the most optimal ap-
proach as it could lead to the dismissal of potentially useful
data. To test this hypothesis, we extracted embeddings from
400 utterances in each of five languages and conducted T-SNE
analysis to visualize the linguistic distance between utterances
from different languages. The results of this analysis are pre-
sented in Fig. 1. Although embeddings from Italian and French
were generally more similar, we found that a certain number
of embeddings from Portuguese fell within the range of Ital-
ian. Furthermore, a small proportion of embeddings from every
language was dispersed throughout the embedding space, indi-
cating that utterance-level selection, irrespective of the actual
language, yields more reasonable data than language-level se-
lection in terms of similarity to the target language. We further
provide quantitative analysis in experiments regarding the ac-
tual language distribution of the selected data that are similar to
a specific target language.

Catalan (ca)
Basque (eu)
French (fr)
Italian (it)
Portuguese (pt)

Figure 1: T-SNE analysis for embeddings of 400 utterances in
each of the five languages

2.3. Extended Dynamic Curriculum Learning (EDCL)

Curriculum Learning (CL) involves defining a criterion for
determining the difficulty of training samples. In Dynamic
CL (DCL), the difficulty criterion is evaluated by monitoring
the running loss dynamically throughout the training process.

However, DCL randomly selects a training subset at the begin-
ning of the training, which can result in a subset of unknown
difficulty during the critical early stages of training.

To address this issue, we propose an extension to DCL
(EDCL), which includes an additional language similarity term
in the evaluation of difficulty. This modification helps create a
more reasonable training subset at the early stages of training
when the running loss is not yet stable. Specifically, we define
the difficulty criterion Hu of an utterance u as the weighted sum
of the embedding distance between the target language l and the
corresponding length-normalized running loss Lu:

Hu = α ∗ d(Eu,El) + σ ∗ Lu (3)

During the initial phase of training, we set Lu to 0 and de-
termine the initial subset for training based on utterance-level
language similarity. We periodically re-evaluate the difficulty
of the data with Hu and adjust the training set accordingly. This
process allows EDCL to gradually include more difficult data as
the training progresses. However, we limit the size of the dy-
namically determined training set to exclude data that has minor
similarity to the target language and a large running loss, which
can be detrimental to the training process.

3. Experimental Setup
3.1. Data

We conduct experiments by pre-training and fine-tuning on the
COMMONVOICE dataset1 [26]. COMMONVOICE is a large
multilingual speech corpus, with content taken primarily from
Wikipedia articles. Following the setup in [24], we selected
five languages for experiment: Catalan (ca), Basque (eu),
French (fr), Italian (it), and Portuguese (pt), totaling 1145 hours.
The duration of data for each language is summarized in Fig. 2
(a). For data selection, we investigate different percentages of
selected data. The selected set of data for the target language l is
as Dl

R where R ∈ {12.5%, 25%, 50%, 100%} is the percent-
age for the selected data. Note that for a specific target language
l, Dl

12.5% ⊂ Dl
25% ⊂ Dl

50% ⊂ Dl
100% always holds.

3.2. LID Network

LID networks typically consist of a TDNN followed by a sim-
ple classifier. We utilized a three-layer fully connected classi-
fier with ReLU activation functions. We employed the adam
optimizer [27] with a learning rate of 0.0005. To train the lan-
guage classifiers, we selected only three hours of data from
each language as training data and set the number of epochs
to 100. Training the language classifiers can be effectively ac-
complished using only one GPU within two hours.

3.3. Pre-training and Fine-tuning

We utilized FairSeq [28] as our toolkit for both pre-training
and fine-tuning experiments. The pre-training stage utilized a
wav2vec2.0 base model with 12 layers of conformers, following
the hyperparameters of the BASE model [13], with a maximum
of 400k updates and a learning rate of 0.0002.

For fine-tuning, we selected the pre-trained model check-
point with the highest performance for fine-tuning on the tar-
get languages. Connectionist temporal classification [29] was
used, and we fine-tuned it for 20k updates with a learning rate
of 0.00005. To create a low-resource setup, we used only 10
hours of paired data from the target language for fine-tuning.

1https://commonvoice.mozilla.org/en/datasets
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Table 1: WER (%) comparison of different selected pre-training data (%).The pre-trained model finetunes over 10 hours of the target
language. # Converge Updates stands for the number of update steps till convergence.

Pre-train data
# Converge

Updates LM Catalan (ca) Basque (eu) French (fr) Italian (it) Portuguese (pt)
dev test dev test dev test dev test dev test

100% (1145h) 400k
✗ 17.53 17.90 15.46 15.69 30.86 32.96 24.87 26.01 22.62 24.98
✓ 5.94 6.62 9.87 10.46 27.91 29.51 25.09 25.8 9.61 10.45

50% (573h) 400k
✗ 17.50 17.84 13.90 14.29 30.69 32.87 24.82 25.96 19.03 20.78
✓ 5.42 6.11 9.77 10.17 26.57 28.07 24.28 24.91 9.46 9.97

25% (286h) 215k
✗ 15.20 15.51 13.08 13.83 29.62 31.19 24.73 25.32 17.72 19.87
✓ 5.58 6.11 9.62 10.39 26.99 28.86 24.16 24.83 9.52 10.26

12.5% (143h) 103k
✗ 19.25 19.97 17.62 18.10 33.88 34.73 28.25 29.32 24.19 25.92
✓ 8.63 9.97 11.24 11.93 31.12 33.83 27.83 28.51 11.86 12.81

EDCL25% 160k
✗ 15.22 15.43 13.75 13.85 29.57 31.05 23.85 25.27 18.09 19.66
✓ 5.35 6.01 9.81 10.19 27.21 28.17 24.63 25.41 9.47 9.95

EDCL25%→50% 200k
✗ 14.92 15.08 12.80 12.99 29.07 30.85 23.09 24.47 16.79 18.52
✓ 5.16 5.83 9.55 9.88 25.27 26.17 22.67 23.51 9.13 9.56

3.4. Extended Dynamic Curriculum Learning

In our experiment, we explore two different strategies for
EDCL, which are denoted as EDCL25% and EDCL25%→50%.
The former strategy involves adjusting the training set during
each EDCL evaluation, while maintaining a fixed percentage
of data selection at 25%. The latter strategy starts with an ini-
tial dataset D25%, and gradually increases the selected data to
D50%. The percentage of selected data R in EDCL25%→50%

changes as follows:

R = a0 + ⌊ t
β
⌋ ∗ 10% (a0 = 25%, β = 50000) (4)

where t refers to the number of training updates, a0 is the
initial amount of data, and β is the interval of updates between
two EDCL evaluations. For data selection criterion in each eval-
uation, we set α to 0.5 and σ to 0.9 in Eq. 3.

3.5. Decoding and Langauge Model

For language model rescoring, we use a 4-gram language model
built with KenLM [30] and trained on the text part of each lan-
guage and adopt a beam size of 50 for the Wav2letter++ [31]
beam search decoder. Language model weight and word inser-
tion penalty are empirically set to 3.2 and -0.8, respectively.

4. Results and Analysis
4.1. Language Similarity

Fig.2 (b)-(d) show the language distribution of selected pre-
training data for each target language at different data selection
thresholds. While the imbalanced total duration of different lan-
guages makes it challenging to analyze language similarity from
the histograms, we can still draw some conclusions that are con-
sistent with the T-SNE results in Fig.1. For example, although
the total amount of Catalan (ca) data and French (fr) data is sim-
ilar, the amount of Catalan (ca) data selected for the Basque (eu)
language in Fig.2 (d) is significantly larger than the amount of
French (fr) data. This suggests that Catalan (ca) is more similar
to Basque (eu) than French (fr), which is consistent with the T-
SNE embedding distance in Fig.1. Similarly, although the total

amount of Italian (it) data and Basque (eu) data is comparative,
a significantly larger amount of Italian (it) data is selected for
the French (fr) language than the amount of Basque (eu) data,
which is consistent with the T-SNE results indicating that Ital-
ian (it) is more similar to French (fr) than Basque (eu).

4.2. Data selection

We present results by selecting different amounts of data based
on the language similarity criterion in Eq.1, as shown in the
first four rows of Table 1. To facilitate comparison, Fig.3 dis-
plays the relative WER reduction and convergence steps aver-
aged across results from five languages, at different percent-
ages of data. We observed that reducing the amount of data
from 100% to 50% led to reduced WER while the convergence
steps were not reduced, which suggests an improvement in data
quality but some of the data selected might have impeded con-
vergence. Further reducing the data to 25% resulted in both
reduced convergence steps and a further reduction in WER, in-
dicating the effectiveness of the data selection. However, when
the data was reduced to 12.5%, we observed significant per-
formance degradation due to the exclusion of a considerable
amount of beneficial training data.

Moreover, we found that the quality of Italian data was
comparatively poor, with a significant proportion of non-Italian
tokens and symbols. Our results also suggest that rescoring the
Italian language with a language model did not result in a sig-
nificant improvement in performance.

Interestingly, we noticed that the degree of improvement
achieved by data selection varied across languages and was re-
lated to the duration of that language in the original dataset
D100%. For instance, reducing the data from D100% to D25%

for Catalan, which has the most data in D100%, resulted in a
relative improvement of 13% / 11% on dev / test sets. However,
the improvement increased to 22% / 20% for Portuguese, which
has the least data in D100%. We hypothesize that D100% con-
tains more noisy data for a specific language when it has fewer
data in D100%. Therefore, data selection is more critical for
such languages as it can exclude more detrimental data. This
observation holds for all languages except Italian, which suffers
from noisy data in its own dataset.
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Figure 2: The pie chart shows the total duration and distribu-
tion of the pre-training data for five languages. The histograms
show the language distribution of selected pre-training data for
each target language at different data selection thresholds.

4.3. Extended Dynamic Curriculum Learning

The last two rows of Table 1 demonstrate the effectiveness of
incorporating the EDCL strategy to improve the ASR perfor-
mance and reduce the number of steps required for convergence.
When training with a fixed 25% of the data, using EDCL25% re-
sulted in a reduction of 55k convergence steps compared to the
third row without a curriculum learning strategy, while main-
taining ASR performance. This indicates that the proposed cri-
terion in Equation 3 is a useful estimator of utterance difficulty,
which enables the model to converge more efficiently.

In the last row of Table 1, we used EDCL25%→50% to incre-
mentally select the training set from 25% to 50%. This resulted
in a further improvement in ASR performance. Compared to
the second row, which used 50% of the data without a dedicated
curriculum, EDCL25%→50% achieved better convergence steps
and WER performance. This finding suggests that the EDCL
strategy provides a more effective way to utilize limited train-
ing data for ASR pre-training, leading to improved performance
with fewer steps.

4.4. Training Efficiency and ASR Performance

In this section, we provide an analysis of the training efficiency
and ASR performance of our proposed methods. Figure 3 dis-
plays the WER improvement relative to the baseline, which was
pre-trained on D100%, and the actual update steps till conver-
gence. Each column group in the figure corresponds to the av-
eraged results in a row of Table 1.

The first three column groups indicate a trade-off between
convergence steps and ASR performance. As the amount of
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Figure 3: Relative WER (%) improvements with LM rescoring
and Converge Updates (k) averaged over results in Table 1.

data selected reduced from 50% to 12.5%, it took fewer steps
for the model to converge, but this came at the cost of de-
graded ASR performance. Although such a trade-off is likely
inevitable, we achieved a better trade-off by incorporating a
curriculum learning strategy, as shown in the last two column
groups. This strategy effectively reduced the difficulty at the
early stages of pre-training, making the model easier to con-
verge in fewer steps. The comparison between the first and last
column groups best demonstrates this.

Incorporating the dedicated EDCL strategy led to a reduc-
tion in training steps and an improvement in ASR performance.
The EDCL strategy thus provides a promising approach for
achieving a more efficient and effective pre-training process for
ASR of low-resource target languages .

5. Conclusions
In conclusion, this paper proposes an utterance-level language
similarity-based data selection method for SSL pre-training,
which effectively reduces the amount of required data and train-
ing steps while eliminating potentially detrimental data for ASR
on low-resource target languages. We provide an insightful
analysis of the correlation between our proposed data selection
approach and language similarity. Additionally, we introduce
a curriculum learning strategy that utilizes a dedicated estima-
tion of language similarity and the running loss as the difficulty
criterion for an utterance. We carry out experiments on five
languages in the COMMONVOICE dataset with a 10-hour low-
resource setup. By incorporating these techniques, we achieve
superior performance on the low-resource target language, pre-
training on only 25% of the data and saving 60% of the training
steps compared to the baseline with all data for pre-training.
Our findings highlight the effectiveness and efficiency of our
proposed method in SSL pre-training for low-resource ASR,
with potential applications in various other SSL tasks.
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