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Abstract
Most target speaker extraction methods use the target speaker
embedding as reference information. However, the speaker em-
bedding extracted by a speaker recognition module may not be
optimal for the target speaker extraction tasks. In this paper,
we proposes Speaker Embedding Free target speaker extraction
Network (SEF-Net), a novel target speaker extraction model
without relying on speaker embedding. SEF-Net uses cross
multi-head attention in the transformer decoder to implicitly uti-
lize the speaker information in the reference speech’s conformer
encoding outputs. Experimental results show that our proposed
model achieves comparable performance to other target speaker
extraction models. SEF-Net provides a feasible new solution to
perform target speaker extraction without using a speaker em-
bedding extractor or speaker recognition loss function.
Index Terms: Target speaker extraction, speaker embedding
free, dual-path, conformer

1. Introduction
Speech separation, also known as cocktail party problem [1],
aims to recover all speaker’s components from the mixed
speech. Traditional speech separation methods [2, 3] assume
the components statistically independent that may not hold in
real-world. With the rapid development of Deep Neural Net-
works (DNN), many DNN-based methods are proposed, such
as Deep Clustering (DPCL) [4, 5], Deep Attractor Network
(DANet) [6], and Permutation Invariant Training (PIT) [7, 8].
However, these methods have an upper bound on reconstructing
waves because of the utilization of Short-Time Fourier Trans-
form [9] (STFT). To address this problem, Audio Source Sep-
aration (Tas-Net) [9, 10] and Dual-Path RNN (DPRNN) [11]
directly process the mixed wave in time-domain. Recently, the
transformer-based methods, such as dual-path transformer [12]
network (DPT-Net) [13] and Sepformer [14], have become pop-
ular. Among them, Sepformer adopts a dual-path architecture
like in [11]. Sepformer first splits the input sequence into
smaller blocks and independently processes intra- and inter-
block information. This approach is highly effective, result-
ing in state-of-the-art performance for speech separation [14].
However, despite their excellent performance, the unknown
number of speakers poses practical challenges for applying
speech separation models.

To solve this problem, target speaker extraction methods
utilize a reference audio to extract the target speaker’s compo-
nent from the mixed wave. As shown in Figure 1(A), a typ-
ical time-domain target speaker extraction model relys on the
target speaker embedding from a pre-trained [15, 16, 17] or

† Corresponding Author, ming.li369@dukekunshan.edu.cn

Encoder

Speaker
Embedding
Extractor

Masking
Network Decoder

Speaker
Embedding

Mixed Wave

Reference
Wave

!!"#
"#$

Encoder Masking
Network Decoder

Mixed Wave !!"#
"#$

Reference
Wave

(A)

(B)

Figure 1: (A) is the diagram of a typical time-domain target
speaker extraction method. (B) is the diagram of our proposed
method. ⊗ is an operation for element-wise product.

joint-learned [18, 19] embedding extractor. However, the aim
of training this extractor is usually to maximize speaker recog-
nition performance. It may results that the speaker embedding
is not optimal for the target speaker extraction task. Recently,
there have been many studies to address this embedding mis-
match issue. [20] investigates the specific role of speaker em-
bedding in extracting target speakers. [21] compares various
metric learning methods and emphasize the importance of dis-
tinctive speaker embedding. However, these methods still re-
quire to extract speaker embeddings and concatenate with input
features frame-by-frame.

In this paper, we propose Speaker Embedding Free target
speaker extraction Network (SEF-Net), a novel target speaker
extraction model. The abstract diagram of SEF-Net is shown in
Figure 1(B). Unlike previous speaker extraction methods, SEF-
Net does not need the target speaker embedding from a pre-
trained or additional joint-trained speaker embedding extractor.
In the masking network of SEF-Net, we first use two twin con-
former [22] encoders to process the mixed and reference wave
separatly. We apply weights sharing strategy [19] on these two
twin conformer encoders. We thought that the conformer en-
codeing of the reference wave contains enough speaker infor-
mation to extract the target speaker. Then the refernece wave’s
conformer encoding is used to query the mixed wave’s con-
former encoding in a tranformer decoder. In this case, the
cross multi-head attention layer of transformer decoder acts as
a feature fusion module. Our proposed method provides a new
approach to handle the speaker embedding mismatch problem
in target speaker extraction tasks. To the best of our knowl-
edge, this work is the first to extract the target speaker’s speech
in time-domain without utilizing speaker embedding or related
speaker recognition loss function.

The rest of this work is organized as follows. In Section 2,
we present the SEF-Net’s architecture. In Section 3, we report
the experimental setup. In Section 4, we report the results and
discussions. The conclusions are drawn in Section 5.
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Figure 2: The diagram of SEF-Net. We apply the weights sharing strategy on two twin audio encoders, intra-conformer, and inter-
conformer blocks. mix and ref denote the mixed and reference wave, respectively. mintraand minter are the intra-conformer and
inter ocnformer encoder embedding of the mix, respectively. rintra and rinter are the intra-conformer and inter-conformer encoder
embedding of the ref , respectively. Dintra and Dinter denote the output of intra-decoder and inter-decoder, respectively.

2. Methods
The architecture of Speaker Embedding Free target speaker ex-
traction Network (SEF-Net) is shown in the Figure 2. The
masking-based SEF-Net has a similar structure with Sep-
former [14], which consists of audio encoder, segmentation,
masking network, overlap&add, and audio decoder. We will
introduce the details in this section.

2.1. Twin Audio Encoder

We apply the same method in SpEx+ [19], which uses two
weight sharing audio encoders to process the mixed and refer-
ence wave separatly. These two twin audio encoders transform
the time-domain inputs into an STFT-like representation:

Emix = ReLU(conv1d(mix)), Emix ∈ RB×N×L (1)

Eref = ReLU(conv1d(ref)), Eref ∈ RB×N×L (2)

where mix, ref ∈RB×T denote the mixed and reference wave,
respectively. The mix and ref have the same length in the pro-
posed system. B is the batch size. N is the feature dimention
and L is the number of time steps.

2.2. Segmentation

The segmentation stage splits Emix, Eref ∈ RB×N×L into 3-
D features Smix, Sref ∈ RB×N×K×S . Emix and Eref are the
audio encoding of mix and ref , respectively. K is the length
of chunks. S is the number of chunks.

2.3. Masking Network

The architecture of the masking network is shown in the dashed
box in Figure 2. The masking network applys a dual-path struc-
ture like in DPRNN [11], which consists of an Intra Module and
an Inter Module. Both the Intra Module and Inter Module con-
tain two parts: 1) two twin conformer encoders, we denote as
intra- and inter-conformer. 2) A transformer decoder, we denote
as intra- and inter-decoder.
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Figure 3: The diagram of the intra-decoder. mintra and rintra

denote the intra-conformer encoder embedding of the mix and
ref , respectively. Dintra is the intra-decoder output.

2.3.1. Intra Module

The Intra Module consists of two twin intra-conformer encoders
and an intra-decoder. The weight shared intra-conformer en-
coders perform intra-chunk processing on Smix and Sref sep-
arately. Smix is first transformed into S′

mix ∈ R(B∗S)×K×N .
Then S′

mix is computed in each intra-conformer layer:

FFN = S′
mix +

1

2
∗ FeedForward1(S′

mix) (3)

LN = LayerNorm1(FFN) (4)

MH = MultiHeadAttention(q, k, v = LN) (5)

CV = (LN +MH) + Convolution(LN +MH) (6)

mintra = LayerNorm2(CV+

1

2
∗ FeedForward2(CV ))

(7)
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where mintra denotes the intra-conformer encoding of S′
mix.

FFN , LN , MH , CV denote the outputs of the first feed
forword network, the first layernorm, the multi-head attention
module in the intra-conformer, and convolution module of con-
former, respectively. We process Sref in the same way with
Smix and obtain rintra. Then the mintra and rintra are fed
into the intra-decoder.

The structure of the intra-decoder is shown in the Figure 3.
We first apply multi-head attention on the rintra:

MH ′ = MultiHeadAttention(q, k, v = rintra) (8)

LN ′ = LayerNorm1(MH ′ + rintra) (9)

where MH ′ denotes the output of the multi-head attention
module in the intra-decoder. LN ′ denotes the output of the first
layernorm module in the intra-decoder. Then we appply a cross
multi-head attention layer which uses the LN ′ as the query and
mintra as the key and value. This cross multi-head attention
module makes the intra-conformer encoder of the mixture in-
teract well with the reference wave:

MH ′′ = MultiHeadAttention(q = LN ′;

k, v = mintra)
(10)

where MH ′′ denote the output of the cross multi-head attenr-
tion module in the intra-decoder. At last, we apply a feed for-
word network with layernorm:

LN ′′ = LayerNorm2(MH ′′ + LN ′) (11)

FFN ′ = FeedForward(LN ′′) (12)

Dintra = LayerNorm3(FFN ′ + LN ′′) (13)

where Dintra is the output of the intra-decoder.

2.3.2. Inter Module

The Inter Module, which has the same components and struc-
ture with Intra Modul in Section 2.3.1, consists of two twin
inter-conformer encoders and an inter-decoder. The Inter
Module performs the inter-chunk processing on the output
of the Intra Module. Firstly, the Dintra, mintra, rintra ∈
R(B∗S)×K×N are tansformed into D′

intra, m′
intra, r′intra ∈

RB×N×K×S . Then the D′
intra is fed into the intra-conformer:

D′
intra = D′

intra +m′
intra (14)

minter = F (T (D′
intra)) (15)

where T (∗) means a transformation from D′
intra ∈

RB×N×K×S to T (D′
intra) ∈ R(B∗K)×S×N . F (∗) de-

notes the operations in the inter-conformer which are the same
as Equation (3)-(7). minter is the inter-conformer encoding
of D′

intra. Then we process the r′intra in the same way with
m′

intra and obtain rinter . The inter-decoder in the Inter
Module processes the minter and rinter in the same way with
Equation (8)-(12). The inter-decoder’s output Dinter is the
final result of the masking network.

2.4. Overlap-Add

We first transform Dinter ∈ R(B∗K)×S×N into D′
inter ∈

RB×N×K×S and then perform the overlap-add operation on the
D′

inter to transform it back to a sequence:

M = Overlap&Add(D′
inter) (16)

where M ∈ RN×L denotes the transformed 2-D feature which
is the estimation mask of the target speaker.

2.5. Audio Decoder

The audio decoder is a transposed convolution module and it has
the same stride and kernel size with the encoder. The decoder
takes in the product of the mask M and the audio encoding of
mix and then derive the estimation of the target speaker:

est = T − Conv1d(M ∗ Emix), est ∈ R1×T (17)

3. Experiment Setup
3.1. Dataset

We simulated WSJ0-2mix-extr1 dataset at sampling rate of
8kHz bsaed on WSJ0 corpus. The simulated dataset are divided
into three sets: training set that contains 20,000 utterances of
101 speakers, development set that contains 5,000 utterances of
101 speakers, and test set that contains 3,000 utterances of 18
speakers. The speakers in training set and development set are
both from WSJ0 ”si tr s” and the utterances of two speakers are
randomly selected to generate the mixed wave in relative SNR
between 0 dB and 5 dB. The test set is similarly generated us-
ing the audio from WSJ0 ”si dt 05” and ”si et 05”. Consistent
with SpEx+ [19], the first selected speaker is chosen as the tar-
get speaker. In traing stage, we change the reference speech of
the target speaker in each epoch. We cut or padded the reference
speech into the same length with the mixed wave in this work.

3.2. Implementation details

The audio encoder uses an 1D convolution layer with a kernel
size of 16 and a stride factor of 8. The input and output dimen-
tion of the encoder are 1 and 256, respectively. The segmenta-
tion stage splits the input into several chunks of size K = 250.
For the conformer encoder and transformer decoder in the intra-
block and inter block, we both employ 4 layers, 8 parallel atten-
tion heads, and 2048-dimensional feed-forward network. The
kernel size of the conformer encoder is set to 31. The audio
decoder has the same kernel size and stride factor with audio
encoder. We trained our models on 4-second long segments and
we used the Adam [23] as the optimizer. The initial learning
rate is set to 1e-4. We train the proposed model to maximize the
scale-invariant signal-to-distortion ratio (SI-SDR) [24].

4. Results and discussions
4.1. Results on WSJ0-2mix-extr

We compare the SEF-Net with other baseline speaker extraction
models in terms of Signal-to-Distortion Ratio (SDR), SI-SDR
and PESQ on the test set of WSJ0-2mix-extr. The results are
shown in Table 1. Table 1 shows that: 1) Most target speaker ex-
traction models require a speaker embedding whether it is from
a pre-trained or a joint-learned speaker embedding extractor.
2) Our proposed SEF-Net outperforms other target speaker ex-
traction baselines. Comparing with SpEx+, SEF-Net acchieves
3.9% and 3.4% relative improvements in terms of SDR and SI-
SDR. It proves that SEF-Net performs well on the target speaker
extraction task, despite has not used a speaker embedding.

1https://github.com/xuchenglin28/speaker_
extraction
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Table 1: SDR(dB), SI-SDR(dB), and PESQ of separated speech
on WSJ0-2mix-extr. ”󰃀” and ”×” denote that the model uses
and not uses the speaker embedding extractor or speaker recog-
nition loss function, respectively

Methods spk-embd SDR SI-SDR PESQ
Mixture - 2.60 2.50 2.31

SBM [25] 󰃀 9.62 9.22 2.64
SBM-C [26] 󰃀 11.39 10.60 2.77
TseNet [27] 󰃀 15.24 14.73 3.14
SpEx [18] 󰃀 17.15 16.68 3.36

SpEx+ [19] 󰃀 18.54 18.20 3.49
SEF-Net × 19.26 18.81 3.50

Table 2: SDRi(dB) and SI-SDRi(dB) of SS and SE models on the
WSJ0-2mix dataset. ”SS” and ”SE” denote speech separation
and speaker extraction, respectively. For SE, we report the av-
erage performence on the two speakers. The reference speech
are chosen randomly.

Task Method Parameter SDRi SI-SDRi

SS

DPCL [4] 13.6M - 10.8
uPIT [8] 92.7M 10.0 -

DANet [6] 9.1M - 10.5
Chimera++ [28] 32.9M 12.0 11.5

TasNet [29] 23.6M 13.6 13.2
C-TasNet [10] 5.1M 15.6 15.3
DPRNN [11] 2.6M 19.0 18.8

Wavesplit [30] 29M 22.2 22.3
Sepformer [14] 26M 22.3 22.4

SE

WASE [31] 7.5M 17.0 -
SpEx [18] 10.8M 16.3 15.8

SpEx+ [19] 11.1M 17.2 16.9
SpExsc [32] 28.4M 18.8 18.6

SE SEF-Net 27M 17.6 17.2

4.2. Results on WSJ0-2mix

We have also compared SEF-Net with a number of mainstream
speech separation models and target speaker extraction models
on WSJ0-2mix dataset. The results are shown in the Table 2.
Our proposed SEF-Net outperform some SS and SE models,
such as TasNet and SpEx+. However, SEF-Net is a bit short
compared to the state-of-the-art models, such as Sepformer and
SpExsc. There are several possible reasons: 1) This work is
our initial attempt at a speaker embedding free target extraction
model. There are still some details of SEF-Net that can be opti-
mized. 2) The dynamic mixing using in Sepformer and speaker-
speech cross attention in SpExsc may improve our work. Both
1) and 2) are will be our future work.

4.3. Is speaker embedding mandatory for SE tasks?

As show in Figure 2, SEF-Net obtains the target speaker infor-
mation from the reference wave’s conformer encoding (rinter).
It should be noted that rinter is a shallow sequence-type fea-
ture, not a deep speaker embedding-like feature. To illustrate
rinter is effective for the target speaker extraction, we trained
a simple speaker verification (SV) model with rinter as input.
This SV model consists of two linear layers. The inset accu-
racy results are shown in Table 3. Moreover, We visualize the
average of rinter and the first linear’s embedding of the SV

! 			#$%&((!"#$%) * 		+,&$%(	(	(!"#$%)

Figure 4: t-SNE [33] of two features on 10 samples from the
test set. Mean(rinter) is the average of the conformer encoder
output of reference wave. Linear(rinter) is the first linear’s
embedding of the SV model.

Table 3: Accuracy (ACC%) results of the SV model on the train-
ing set and development (Dev) set. Mean(rinter) denote the in-
put feature is the average of rinter . Linear(rinter) denote the
input feature is the embedding of the SV model (35 epoch).

Feature Train Dev
Mean(rinter) 4.02 3.08
Linear(rinter) 93.07 89.46

model in Figure 4. The Figure 4(A) shows that rinter does
not explicitly represent speaker information. The Figure 4(B)
and the Table 3 show that this SV model performs well, which
proves that rinter does contains speaker information to some
extent. Based on the above results, we conclude that adopt-
ing a speaker embedding extractor or speaker recognition loss
function is not mandatory for target speaker extraction. A fea-
ture contains sufficient speaker information, such as rinter , can
achieve well performence on speaker extraction as well.

5. Conclusions

This paper presents a novel approach to addressing the speaker
embedding mismatch problem and showcases its practicality
and potential to improve performance in target speaker ex-
traction tasks. Specifically, we proposed SEF-Net, which is
a conformer-based speaker embedding free target speaker ex-
traction model. SEF-Net does not rely on target speaker em-
beddings obtained from a pre-trained or joint-learned speaker
embedding extractor as other mainstream speaker extraction
models. Experimental results show that our proposed model
achieves comparable performance to other target speaker ex-
traction schemes. It proves that a feature containing sufficient
speaker information, not necessarily a speaker embedding, can
well accomplish the target speaker extraction tasks.
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