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Abstract
Beampattern synthesis plays a critical role in fixed beamform-
ing. A fast beampattern synthesis method is highly desired,
especially for broadband beamformers requiring a large num-
ber of weight parameters for better performance. This pa-
per proposes a low-complexity broadband beampattern syn-
thesis method for time-domain beamformers. Introducing
the null-forming scheme of adaptive beamformers, a virtual
interference-plus-noise matrix is iteratively constructed to con-
trol the sidelobe pattern accurately. The proposed method re-
duces the computational complexity when compared with the
existing algorithms based on the interior-point method (IPM),
especially for large-scale microphone arrays. Simulation re-
sults demonstrate that the proposed method obtains equivalent
beampatterns with much higher efficiency than the IPM-based
method. In speech extraction experiments, the designed beam-
formers exhibit better suppression performance than the con-
ventional fixed beamformer.
Index Terms: beampattern synthesis, microphone array, side-
lobe control

1. Introduction
Microphone array beamforming techniques generally aim to
form a strong beam toward the direction of interest while sup-
pressing interference and environmental noise, which have been
utilized in various audio applications such as speech commu-
nication, machine-human interaction, and sound field analy-
sis [1, 2]. In broadband applications, beamformers are per-
formed in either the frequency domain or time domain [3–5].
Compared with frequency-domain beamformers which require
narrowband decomposition and block processing, time-domain
beamformers that adopt a filter-and-sum structure are some-
times preferred for lower processing delay. Beamformers can
be roughly divided into adaptive and fixed beamformers ac-
cording to whether the weight vector depends on the received
signals. Generally, a fixed beamformer cannot automatically
adapt the weight vector when the interference and noise spatial
characteristics change. However, it is still worth studying be-
cause of its much higher robustness and lower computational
complexity than an adaptive beamformer in most cases [6, 7].
For fixed beamformers, designing beampattern under specific
requirements is a basic problem. This paper focuses on broad-
band beampattern synthesis for time-domain beamformers.

In the past decades, extensive research has been devoted
to broadband beampattern synthesis, such as differential beam-
forming [8–10], modal beamforming [11, 12] and optimiza-
tion techniques [13–18]. Among those methods, optimization
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techniques exhibit superiority in obtaining optimal weight vec-
tors. Yan et al. formulated the beampattern synthesis prob-
lem into a second-order cone programming (SOCP) problem
[14, 15], which can be solved by the well-established interior-
point method (IPM) [13] using some toolboxes such as SE-
DUMI [19] and CVX [20]. Chen [16] proposed a SOCP-based
near-field broadband beampattern synthesis method, which is
robust against errors of microphone array characteristics. In
more recent years, the alternating direction method of multipli-
ers has been introduced for lower computational complexity and
better convergence [17, 18]. Nevertheless, even a slight change
in the constraints requires a redesign of the beamformer for the
above methods based on optimization algorithms, leading to a
high computational load.

Besides the optimization techniques, the null-forming
scheme of adaptive beamformers has also shown impressive
performance in narrowband beampattern synthesis [21–25].
Olen and Compton proposed adjusting the sidelobe pattern by
adding virtual interferences, while the iteration of the inter-
ference power is computationally inefficient [21]. Zhang et
al. proposed an optimal and precise array response control
(OPARC) method by constructing a virtual interference-plus-
noise covariance matrix (VINCM) [24]. However, the above
techniques focus on narrowband applications, null-forming
based broadband pattern synthesis methods for time-domain
beamformers have yet to be developed.

To achieve fast and accurate beampattern synthesis for
time-domain beamformers, this paper proposes precise broad-
band array response control (PBARC). By adding virtual in-
terference and choosing the appropriate interference power, the
array response is accurately controlled using the adaptive null-
forming scheme. Accordingly, the VINCM is iteratively con-
structed, and the update form of the weight vector is derived.
The update of the VINCM is additionally simplified by intro-
ducing the matrix inversion lemma, leading to much less com-
plexity in each iteration than that of the IPM-based method.
Simulation examples illustrate the effectiveness of the PBARC
method, the average runtime compared with the IPM-based
method further demonstrates its efficiency. In speech extraction
experiments, the beamformers designed using PBARC obtain
higher perceptual evaluation scores than the conventional fixed
beamformers, exhibiting better performance in suppressing the
interference and extracting the desired speech signal.

2. Broadband signal model and problem
formulation

Consider a time-domain beamformer with M sensors, each el-
ement is followed by a finite impulse response (FIR) filter with
L real-valued tap weights, and the outputs of each FIR filter

INTERSPEECH 2023
20-24 August 2023, Dublin, Ireland

5122 10.21437/Interspeech.2023-634



are summed up for the beamformer output. Denote the lth tap
weight of the mth filter as hm,l, the real-valued weight vector
of time-domain beamformers is arranged as
h = [h1,1, h2,1, . . . , hM,1, . . . , h1,L, h2,L, . . . , hM,L]

T (1)
where [·]T denotes the transpose operation. The steering vector
of time-domain beamformers is given by u(f,Ω) = e(f) ⊗
a (f,Ω), where f is the frequency, Ω = (θ, ϕ) consists of
the azimuth angle θ and elevation angle ϕ, ⊗ denotes the Kro-
necker product. e(f)=[1, e−j2πf/fs , . . . , e−j2π(L−1)f/fs ]T ∈
CL is the Fourier transform operator, fs is the sampling fre-
quency. The frequency-domain steering vector a (f,Ω) ∈ CM

is a (f,Ω) = [e−j2πfτ1(Ω), . . . , e−j2πfτM (Ω)]T, τm (Ω) is the
time-delay between the mth element and the reference location.
The normalized power response is given by

P (f,Ω) = |hTu(f,Ω)|2
/
|hTu(f0,Ω0)|2 (2)

Ω0 is the look direction, f0 is chosen in the passband.
In the presence of directional interference and white noise,

the interference-plus-noise covariance matrix of broadband sig-
nals is given by

Ri+n =
∫

Ω∈Θi

[∫ fu
fl

S(f,Ω)
2

u(f,Ω)uH(f,Ω)df +

∫ −fl
−fu

S(f,Ω)
2

u(f,Ω)uH(f,Ω)df
]
dΩ + σ2

nIML

=
∫

Ω∈Θi

∫ fu
fl

S (f,Ω)
[
R{u(f,Ω)}R{uT(f,Ω)}+

I{u(f,Ω)}I{uT(f,Ω)}
]
dfdΩ + σ2

nIML

(3)
where σ2

n is the noise power and IML ∈ RML×ML is an iden-
tity matrix. The interference power S(f,Ω) is symmetrical ac-
cording to the Fourier transform property, Θi is the angle range
of interference, fl and fu are respectively the lower and upper
bounds of the frequency band. R{·} and I{·} respectively ex-
tract the real and imaginary parts, (·)H denotes the conjugate
transpose operation.

For a beamformer aimed to minimize the output interfer-
ence and noise power with distortionless response at Ω0, the
optimization problem is formulated as

min
h

hTRi+nh

s.t.CT (Ω0)h=g (4)

The constraint CT(Ω0)h=g restrains the look-direction
response P (fk,Ω0)(1 ≤ k ≤ K) to be unitary, K is
the number of controlled frequencies. The matrix C(Ω0) =
[R{u(f1,Ω0), . . . ,u(fK ,Ω0)}, I{u(f1,Ω0), . . . ,u(fK ,Ω0)}]
is an ML × 2K real-valued matrix, g = [1, . . . , 1, 0, . . . , 0]T

consists of K ones and K zeros. Consequently, the look-
direction response |hTu(fk,Ω0)|2 = |hT[ℜ(u(fk,Ω0))+
ℑ(u(fk,Ω0))]|2 = 1(1 ≤ k ≤ K).

Solved by the Lagrange multiplier method, the closed-form
solution of (4) is given by

h = R−1
i+nC (Ω0)

[
CT (Ω0)R

−1
i+nC (Ω0)

]−1

g (5)

where (·)−1 denotes matrix inverse operation.

3. Precise broadband array response
control

Although the existing methods based on optimization tech-
niques obtain optimal weight vectors, the computational burden
limits their wide applications. Especially for large-scale arrays
utilized in outdoor long-distance speech extraction and other
complicated environments, the computational costs grow sig-
nificantly with the increase in the number of microphones. This

motivates us to propose a low-complexity beampattern synthe-
sis method by introducing the null-forming scheme of adaptive
beamformers and updating the weight vector iteratively.

The PBARC algorithm consists of the initialization and it-
eration stages. In the initialization stage, the VINCM is set as
Rv,0 = IML to avoid the difficulties of inverting a singular ma-
trix. In the iteration stage, each update includes two steps: 1)
select the controlling location in the sidelobe region, and com-
pute the update form of h using the matrix inversion lemma to
reduce the computational complexity; 2) calculate the virtual
interference power to control the response precisely. The two
steps are described in detail in the following two parts.

3.1. Calculation of the update form for the weight vector

Because it is well-known that adaptive beamformers automat-
ically form a null to suppress a directional interference, the
proposed method searches the maximum peak in the sidelobe
region and controls the response by adding a virtual interfer-
ence. After the (i − 1)th iteration, Rv,i−1 denotes the current
VINCM. In the ith iteration, if (fi,Ωi) is selected as the con-
trolling location, Rv,i is updated according to (3) by

Rv,i = Rv,i−1 + Si [R {u (fi,Ωi)} , I {u (fi,Ωi)}] ·
[R {u (fi,Ωi)} , I {u (fi,Ωi)}]T

(6)
where u(fi,Ωi) is the steering vector of the newly-added vir-
tual interference, Si is the interference power. However, invert-
ing Rv,i in (5) requires complexity of O(M3L3), which costs
high complexity especially for large-scale microphone arrays.
To reduce the complexity, we introduce the matrix inversion
lemma to transform the matrix inverse operation into a series of
low-complexity arithmetic, including second-order eigenvalue
decomposition, multiplications, and summations. Therefore,
R−1

v,i is updated by

R−1
v,i = R−1

v,i−1 −
Sip1,ip

T
1,i

λ1,iSi + 1
− Sip2,ip

T
2,i

λ2,iSi + 1
(7)

where
[p1,i,p2,i] =R−1

v,i−1 [R {u(fi,Ωi)} , I {u(fi,Ωi)}]Ei (8a)

Ei

[
λ1,i 0
0 λ2,i

]
ET

i =[R {u(fi,Ωi)} , I {u(fi,Ωi)}]T·

R−1
v,i−1 [R {u(fi,Ωi)} , I {u(fi,Ωi)}]

(8b)
Equation (8b) is the eigenvalue decomposition of the 2× 2 ma-
trix on the right-hand side, Ei consists of the eigenvectors, λ1,i

and λ2,i are the two eigenvalues. Using (7), the matrix inverse
operation is avoided, the computational complexity of updating
R−1

v,i−1 reduces from O(M3L3) to O
(
M2L2

)
.

Similarly,
[
CT (Ω0)R

−1
v,iC (Ω0)

]−1 ∈ R2K×2K is up-
dated using the matrix inversion lemma as
[
CT (Ω0)R

−1
v,iC (Ω0)

]−1

=
[
CT (Ω0)R

−1
v,i−1C (Ω0)

]−1

+

Siq1,iq
T
1,i

(λ1,i − γ1,i)Si + 1
+

Siq2,iq
T
2,i

(λ2,i − γ2,i)Si + 1
(9)where

[q1,i,q2,i] =
[
CT (Ω0)R

−1
v,i−1C (Ω0)

]−1

·

CT (Ω0) [p1,i,p2,i]Fi (10a)

Fi

[
γ1,i 0
0 γ2,i

]
FT

i =[p1,i,p2,i]
TC (Ω0)·

[
CT (Ω0)R

−1
v,i−1C (Ω0)

]−1

CT (Ω0) · [p1,i,p2,i] (10b)
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Equation (10b) is the eigenvalue decomposition of the 2 × 2
matrix on the right-hand side, where Fi consists of the eigen-
vectors, γ1,i and γ2,i are the two eigenvalues.

Substituting (7) and (9) into (5), hi is updated as

hi =

[
R−1

v,i−1 −
Sip1,ip

T
1,i

λ1,iSi + 1
− Sip2,ip

T
2,i

λ2,iSi + 1

]
·

C (Ω0)

{[
CT(Ω0)R

−1
v,i−1C(Ω0)

]−1

+

Siq1,iq
T
1,i

(λ1,i − γ1,i)Si + 1
+

Siq2,iq
T
2,i

(λ2,i − γ2,i)Si + 1

}
g (11)

In (11), Si is the only unknown factor, which can be extracted
for a more concise expression. Thus, the update of hi (11) is
formulate as a quartic equation of Si

hi = ziJi

[
(Si)

4, (Si)
3, (Si)

2, Si, 1
]T

(12)
where zi = 1/{(λ1,iSi + 1)(λ2,iSi + 1)[(λ1,i − γ1,i)Si +
1][(λ2,i−γ2,i)Si+1]} is the product of the denominators, Ji ∈
RML×5 is a determined matrix calculated by directly extracting
Si and zi in (11), which is not presented in this paper due to its
complicated expression and the limited pages. Si is determined
in the following part to control the array response accurately.

3.2. Determination of the interference power

For adaptive beamformers, the null depth grows with the in-
crease of the interference power, thus selecting an appropriate
Si achieves accurate response control. Substitute (12) into (2)
and set the desired response as ρi, the equation is then formu-
lated as
hT
i u(fi,Ωi)u

H(fi,Ωi)hi−ρih
T
i u(f0,Ω0)u

H(f0,Ω0)hi = 0
(13)

Equation (13) can be further simplified as[
(Si)

4, (Si)
3, (Si)

2, Si, 1
]
Gi

[
(Si)

4, (Si)
3, (Si)

2, Si, 1
]T

= 0
(14)

where the nonzero factor zi is omitted, Gi ∈ C5×5 is given by

Gi=JT
i

[
u(fi,Ωi)u

H(fi,Ωi)− ρiu(f0,Ω0)u
H(f0,Ω0)

]
Ji

(15)
Since u(fi,Ωi)u

H(fi,Ωi)− ρiu(f0,Ω0)u
H(f0,Ω0) ranks no

more than 2, Gi accordingly ranks no more than 2. Us-
ing the eigenvalue decomposition Gi = WiΣiW

H
i , Gi =

Wi,1Σi(1, 1)W
T
i,1 + Wi,2Σi(2, 2)W

T
i,2, where Wi,n(n =

1, 2) represents the nth eigenvector of Wi. Equation (14) can
be simplified as
[(Si)

4, (Si)
3, (Si)

2, Si, 1]Wi,1Σi(1, 1)W
T
i,1·

[(Si)
4, (Si)

3, (Si)
2, Si, 1]

T + [(Si)
4, (Si)

3, (Si)
2, Si, 1]·

Wi,2Σi(2, 2)W
T
i,2[(Si)

4, (Si)
3, (Si)

2, Si, 1]
T = 0

(16)
which can be simplified into two quartic equations as[

(Si)
4, (Si)

3, (Si)
2, Si, 1

]

·
(√

Σi (1, 1)Wi,1 −
√

−Σi (2, 2)Wi,2

)
=0 (17a)

[
(Si)

4, (Si)
3, (Si)

2, Si, 1
]

·
(√

Σi (1, 1)Wi,1 +
√

−Σi (2, 2)Wi,2

)
=0 (17b)

In (17), each quartic equation obtains four closed-form so-
lutions. Because the array response decreases monotonously
with the increase of Si, there is only one feasible solution for
the real-valued factor Si. Consequently, only the real-valued
solution is reserved among the eight solutions of (17). The pro-
posed method is summarized in Table 1.

Table 1: Summary of the proposed PBARC method

Input Calculate the initial hi(i = 0) using (5),
where Rv,0 = IML.

1: for i=1,2,..., do
2: Calculate the beampattern of hi−1 using (2),

select the maximum peak in the sidelobe
region as the next controlling location;

3: Calculate Gi using (15), solve (17) for Si;
4: Update hi using (12);
5: Update R−1

v,i and
[
CT (Ω0)R

−1
v,iC (Ω0)

]−1

using (7) and (9);
6: end for

Output The weight vector hi.

3.3. Computational complexity analysis
The computational complexity of the proposed method and the
IPM-based method is described by the number of floating-point
operations [26]. The initialization and each iteration are respec-
tively evaluated. In the initialization, both methods calculate the
steering vectors, and the PBARC algorithm requires to compute
h0 which needs comparatively smaller complexity. The com-
putational complexity comparison results are presented in Ta-
ble 2, where NΩ is the number of grids in the sidelobe region.
For each iteration, the computational complexity of the PBARC
method is much smaller than that of the IPM-based method. Be-
sides the complexity of each iteration, the number of iterations
also plays an essential role in the total runtime. To evaluate the
overall complexity, the average runtime of the two methods is
compared in the next section.

Table 2: The computational complexity

Method IPM-based PBARC
Initialization O(NΩKML) O(NΩKML)

Each iteration O(NΩKM2L2) O (NΩKML) + O
(
M2L2

)

4. Simulation
4.1. Beampattern synthesis
In this section, beampattern synthesis simulations for linear and
rectangular arrays under different design requirements are pro-
vided to illustrate the effectiveness of the PBARC algorithm.

First, consider a 12-element array with 30-tap FIR filters,
the inter-element spacing is 2.8 cm. The elevation angle is
fixed as ϕ = 0◦, the azimuth angle range θ ∈ [−90◦, 90◦]
is discretized with an interval of 2◦, the frequency band f ∈
[2000, 7500] Hz is discretized with an interval of 250 Hz. The
look direction θ0 = 0◦, the desired pattern is set as the uniform
sidelobe with a sidelobe level (SLL) of -30 dB. Beampatterns
of the initial beamformer and beamformers of the 20th, 50th,
and 100th iterations are presented in Figure 1, where the side-
lobe pattern gradually converges to the desired SLL with the
increasing number of the iteration.

The PBARC method additionally achieves null-forming
beampattern synthesis. A -20 dB uniform sidelobe pattern with
a null at −60◦ is desired, the depth is -40 dB and the width
is 4◦. The beampatterns of the IPM-based and PBARC meth-
ods are compared in Figure 2. The desired beampattern of the
IPM-based method is chosen as the obtained pattern of PBARC
to guarantee the similarity of the designed beampatterns. Both
the IPM-based method and PBARC method design beampat-
terns that meet the requirements, achieving effective beampat-
tern synthesis performance.
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(a) Initial beampattern. (b) The 20th iteration.

(c) The 50th iteration. (d) The 100th iteration.
Figure 1: Beampatterns of different iteration numbers using

the PBARC method.

(a) The IPM-based method. (b) The PBARC method.
Figure 2: Null-forming for the linear array using different

methods.

Second, beampattern synthesis for a rectangular array is
evaluated. Consider an array with 12 × 6 elements, the spac-
ing of the 12-element and 6-element sides are respectively 2.8
cm and 5 cm, each FIR filter consists of 30 taps. The eleva-
tion angle range ϕ ∈ [0◦, 90◦] and the azimuth angle range
θ ∈ [−90◦, 90◦] are both discretized with an interval of 5◦, the
frequency band f ∈ [1000, 3500] Hz is discretized with an in-
terval of 250 Hz. The look direction ϕ0 = 0◦, the SLL is set
as -15 dB, a -25 dB null is desired in (θ, ϕ) = (0◦, 50◦). The
designed beampatterns in 1500 Hz and 2500 Hz are shown in
Figure 3, which validates the effectiveness of PBARC in beam-
pattern synthesis for two-dimensional arrays.

Third, the average runtime of the IPM-based and PBARC
methods under different design requirements are compared.
Computations are performed on a computer with an Intel Core
i5 processor of speed 2.5 GHz and 16 GB RAM, each result
is obtained by averaging the results of 20 Monte-Carlo experi-
ments. In the design of -30 dB uniform sidelobe pattern (Figure
1) and null-forming (Figure 2) for the linear array, the IPM-
based method respectively requires 19.08 s and 19.22 s, while
the PBARC method requires 4.74 s and 3.06 s. As for the null-
forming (Figure 3) of the rectangular array, the IPM-based and
PBARC methods need 2300.75 s and 33.46 s, respectively. As
the PBARC method achieves similar designs to the IPM-based
method, it requires much less runtime. Especially for arrays
with a large number of microphones, the PBARC method in-
creases the efficiency more significantly.

4.2. Evaluation in speech extraction

In this part, the designed beamformers of the 72-element rectan-
gular arrays are evaluated by speech extraction tasks, together

(a) 1500 Hz. (b) 2500 Hz.
Figure 3: Null-forming for the rectangular array using the

PBARC method.

(a) PESQ. (b) STOI.
Figure 4: The simulation results.

with the delay-and-sum (DAS) beamformer and superdirective
(SD) beamformer for comparison. The SLL in [1200,3500] Hz
is designed as -20 dB for the uniform sidelobe beamformer,
an SLL of -15 dB in [1000,3500] Hz and a null of -20 dB in
[500,3500] Hz are desired for the null-forming beamformer.

Set the reverberation time as T60 = 130 ms, the room im-
pulse response is generated with the well-known image method
[27]. The room size is 6 m × 7 m × 3 m, both the tar-
get and interference are 2 m away from the microphone array
and at the same height as the array. Each simulation exper-
iment includes one target and one interference selected from
Θn = {±50◦,±60◦,±70◦,±80◦,±90◦}, the look direction
is 0◦. The target signals are selected from the TIMIT dataset
[28] of 15 men and 15 women, the interference is the white
noise signal chosen from the NOISEX-92 dataset [29]. The
microphone self-noise is white additive Gaussian noise with a
signal-to-noise ratio (SNR) of 30 dB.

The perceptual evaluation of speech quality (PESQ) [30]
and short-time objective intelligibility (STOI) [31] are utilized
to evaluate speech quality. The average results of 30 sub-
jects and 12 interference directions in Θn are shown in Fig-
ure 4. Among the four beamformers, the beamformer with null-
forming shows the best performance in different input signal-
to-interference ratios (iSIR), demonstrating its effectiveness in
interference suppression.

5. Conclusions
This paper introduces the null-forming scheme of adap-
tive beamformers into broadband beampattern synthesis and
achieves precise array response control. Several design exam-
ples are provided to illustrate the effectiveness and efficiency of
the proposed method, the performance in speech extraction is
also evaluated by simulation experiments. In the near future,
we will introduce the PBARC method into frequency-invariant
beampattern synthesis and evaluate its practical performance by
actual experiments using a microphone array.
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