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Abstract
End-to-end neural speaker diarization (EEND) has proved to be
a very promising method in speaker diarization, especially in
tackling overlapping speech recordings. In this paper, we pro-
pose a new approach to EEND that incorporates an absolute
speaker loss function, which can force the network to consider
global speaker identity information in the training phase, and
keeps one-stage inference at the same time. Besides, we modify
the pre-processing module and do not need feature splice, which
results in longer contextual information and supports longer
recording input when inferencing. As a result, with our pro-
posed one-stage system, we achieve better results in simulated
librispeech conversation-like data sets compared to EEND-VC,
a two-stage system. We evaluate our experiments in different
chunkings, different durations and different overlap ratios, and
achieve up to 70% relative improvement in terms of DER over
baseline EEND-VC on short recordings and up to 7.5% on long
recordings.
Index Terms: speaker diarization, end-to-end, neural networks.

1. Introduction
The goal of a speaker diarization system is to estimate the tem-
poral boundary of each talking speakers in real audio recordings
[1, 2]. An accurate diarization result is crucial for applications
such as meeting summarization, turn-taking analysis of tele-
phone conversations and so on. Recent diarization technologies
can be categorized into two approaches: cluster-based systems
and end-to-end neural approaches.

The well-established cluster-based diarization systems rely
on embedding extractors and clustering algorithms. In general,
those approaches first train a network to get speaker embed-
dings from audio streams. Commonly used speaker embeddings
include i-vectors [3], d-vectors [4, 5], and x-vectors [6]. Then
in the test phase, the recording is segmented into short homo-
geneous blocks and the speaker embeddings are computed for
each block. In most cases, an assumption is made that ”only
one speaker is active in each block”. Finally, the speaker em-
beddings are clustered into several centers, from which the time
intervals and corresponding speaker labels are obtained. Var-
ious networks [7, 8] and techniques to extract and cluster the
embeddings have been explored for speaker diarization tasks in
[9, 10, 11]. There is a clear disadvantage of the cluster-based
systems that they can hardly process the overlapping speech
due to the hypothesis that only one speaker is active in a spe-
cific window. Besides, they rely on multiple modules and can-
not be optimized to minimize diarization errors directly because
the clustering is performed in an unsupervised manner, this also
make them a two-stage system.

Recent approaches have sought to address these limitations

by incorporating end-to-end neural networks. These systems di-
rectly output frame-level predictions without clustering. EEND
[12, 13, 14] model the diarization problem by using the Per-
mutation Invariant Training(PIT[15, 16]) criterion, and frame-
level outputs and binary cross-entropy function make it possible
to handle overlapped speech. However, the utterance-level PIT
in EENDs ignoring the global identity information of speakers,
and the ability to extend to a flexible number of speakers is lim-
ited. Besides, it is hard to apply EENDs to long audio record-
ings [17] (e.g. audio duration longer than 10 minutes) because
of poor generalization to the long data and the CPU memory
constraint. Various works have been done to explore the im-
provement of EEND. In EEND-VC [17, 18, 19], the authors
tried to use a learnable global speaker embedding dictionary to
achieve better performance, however, they make EEND a two-
stage approach, one stage for predicting the speaker labels, the
other stage for clustering.

In this paper, we propose a simple but effective approach to
EEND that is much better than EEND-VC while keeping one-
stage inference. The contribution of our work includes two key
points. Firstly, the absolute speaker loss is designed to force the
network to learn global and absolute speaker information (i.e.
the frame-level global speaker embeddings) during the train-
ing process. Secondly, the lightweight pre-processing network
makes it possible to handle longer recordings with lower mem-
ory consumption. We called our system EEND-ASL (Absolute
Speaker Loss). Based on this system, we achieve up to 70%
relative improvement in terms of DER over baseline EEND-VC
on short recordings and up to 7.5% on long recordings.

The rest of the paper is organized as follows. First, we in-
troduce the related works and our method in section 2 and 3.
Then in section 4, the effectiveness of the proposed framework
is evaluated. Finally, we conclude the paper in section 5.

2. Baseline System
In this section, we present an overview of the self-attentive end-
to-end diarization model (EEND) [13] and EEND-vector clus-
tering (EEND-VC) [17].

2.1. EEND

Let X = (xt ∈ RF |t = 1, ..., T ) be the input observation
sequence feature at time step t. Y = (yt|t = 1, ..., T ) and
yt = [yt,c ∈ {0, 1}|c = 1, ...C] be the relative ground-
truth speaker label, S = (st|t = 1, ..., T ) and st = [st,n ∈
{0, 1}|n = 1, ...N ] be the absolute ground-truth speaker label
sequence at time step t, of which C means the total number of
speakers at current recording, and N means the total number of
speakers at the training data set. In the EEND framework, we
have the following formulas to compute the estimated output:
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Figure 1: The overall framework of our proposed diarization
system. The entire network consists of two loss functions, rel-
ative speaker loss function and absolute speaker loss function.
Furthermore, the modified Pre-Processing module is also a key
component in our network.

H = (ht ∈ RD|t = 1, ..., T )

= Encoder(X) ∈ RD×T

Ŷ = (ŷt ∈ RC |t = 1, ..., T )

= σ(Linear(H)) ∈ RC×T

(1)

where Encoder means the Encoder layer and σ means
Sigmoid function. Then the PIT loss (in this paper we called
it relative speaker loss) is written as follows:

LR =
1

TC
min

ϕ∈perm(C)

∑

t

BCE(lϕt , ŷt) (2)

where perm(C) is the set of all the possible permutations
of 1, ..., C and lϕt is the ϕ-th permutation of the relative label.

2.2. EEND-VC

In EEND-VC [17], the authors tried to use global speaker in-
formation to formula an extra speaker embedding loss. After
estimating the diarization results, for the purpose of solving the
inter-block permutation problem, they estimate the speaker em-
bedding, ês, corresponding to the diarization result of the s-th
speaker. Then, the speaker embedding loss is written as follows.

Lspeaker = − log

(
exp(−d(Es, ês))∑N

n=1 exp(−d(En, ês))

)

d(En, ês) = α||En − ês||2 + β

(3)

where En is a learnable variance-normalized global speaker
embedding associated with the n-th training speaker.

3. Proposed
In this section, we will describe our overall framework. As
shown in Figure 1, the entire network consists of two loss func-
tions, relative speaker loss (also known as PIT loss) function
and absolute speaker loss function. Furthermore, the modified
Pre-Processing module is also a key component in our network.

3.1. Absolute Speaker Loss

Inspired by [20] and circle loss [21], we designed absolute
speaker loss. Similar with equation 1, we got the prediction
score Ŝ after the Linear layer:

H = (ht ∈ RD|t = 1, ..., T )

= Encoder(PP(X)) ∈ RD×T

Ŝ = (̂st ∈ RN |t = 1, ..., T )

= Linear(H) ∈ RN×T

(4)

We treat the diarization problem as a special case of multi-
label classification, that is, one frame corresponds to at least
one speaker. We noticed that the class-level labels and pair-
wise labels are determined when the absolute speaker label in
the whole datasets is provided. let pi = ŝit, i ∈ N and pj =
ŝjt , j ∈ P be the i-th speaker and j-th speaker prediction score
at frame t, where N and P are negative and positive sample set,
respectively. Let p0 be the threshold prediction score for an
additional speaker 0. Similar to [20] and circle loss[21], we
hope all positive scores to be greater than all negative scores, as
well as all positive scores to be greater than p0 and all negative
scores to be less than p0, so we formula our absolute loss as
follows:

LA = log


1 +

∑

i∈N,j∈P
epi−pj +

∑

i∈N
epi−p0 +

∑

j∈P
ep0−pj




= log

(
ep0 +

∑

i∈N
epi

)
+ log


e−p0 +

∑

j∈P
e−pj




(5)
When we set the threshold prediction score of the additional

speaker to 0, i.e., p0 = 0, we got:

LA = log

(
1 +

∑

i∈N
epi

)
+ log


1 +

∑

j∈P
e−pj


 (6)

Thus, we finally got our absolute speaker loss. Different from
the learnable global speaker embedding dictionary in EEND-
VC, we use the absolute speaker label (i.e., the global speaker
identity in the whole data set) as our global speaker information.

3.2. Pre-Processing

As mentioned above, the lightweight pre-processing network
is crucial to handle longer recordings with lower memory con-
sumption. We use convolution layers instead of feature splicing.
The first Conv1d in the pre-processing module has a convolu-
tion kernel size of 15 in time steps, which is the same as the
second Conv1d, thus the network has a receptive field of total
29 in time steps (i.e., we got 14 time steps of contextual infor-
mation in left and right respectively, while the feature splicing
only got 7 time steps contextual information in left and right
respectively). We adopt AvgPool1d with a stride of 10 as our
down-sampling layer to increase the contextual information and
receptive field of convolution. The details of the encoder was
also shown in Figure 1. Similar to [13] and [22], the configura-
tion of the encoder block consists of two sub-layers, the first is a
multi-head self-attention layer, and the second is a feed-forward
layer. In this work, we have N = 6 blocks. Our network was
implemented through PyTorch.
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Table 1: DERs (%) of the EEND-VC and the proposed models for each test set that differs in the chunking and duration

Model Chunking size (seconds) Clustering test data duration (minutes)

30 200 1000 1200 3 5 10 20

EEND-VC ✓ 8.80 8.90 9.06 8.94
EEND-VC ✓ 7.16 7.64 9.77 10.01
EEND-VC ✓ 6.58 7.45 8.42 9.42
EEND-VC - - - - -
EEND-VC ✓ ✓ 4.49 4.18 4.37 4.40

Proposed w/o ASL ✓ 9.48 9.61 10.25 9.81
Proposed w/o ASL ✓ 3.85 5.61 7.29 7.66
Proposed w/o ASL ✓ 1.21 1.21 1.63 5.88
Proposed w/o ASL ✓ 1.21 1.21 1.43 5.82

Proposed ✓ 6.09 6.26 6.20 5.86
Proposed ✓ 3.04 4.49 5.07 5.11
Proposed ✓ 1.24 1.26 1.63 3.87
Proposed ✓ 1.24 1.26 1.42 4.07
Proposed ✓ ✓ 1.24 1.26 1.43 4.15

3.3. Training Objectives

Now, the two losses, within-recording relative speaker loss and
between-recording absolute speaker loss, are jointly optimized
using a mixing parameter λ:

LTOTAL = (1− λ)LR + λLA (7)

where λ is a hyperparameter to balance the absolute speaker
loss and relative speaker loss. According to our preliminary
experiments, we observe λ slightly affects the final results when
the training dataset is unbalanced (i.e., the number of utterances
of the different speakers is unbalanced). A reasonable range of
values for lambda is [0.1, 0.5]. In this paper, we set λ to 0.1.

4. Experiments
We evaluate the effectiveness of our method on simu-
librispeech data sets compared to EEND-VC[17]. We conduct
experiments in different chunkings, different test recording du-
rations and different overlap ratios, the results show that the
proposed ASL can deal with overlapping recordings well, and
we have a better and more stable performance in DER.

4.1. Data

Librispeech data sets[23] are used in our experiments to simu-
late a conversation-like mixtures of two speakers. The mixture
simulation algorithm we used in our work is from [12] 1. Same
as [12], we performed offline data augmentation by using MU-
SAN [24] and RIR NOISES[25] during simulation. In total, we
generated 50k mixtures, about 5545 hours of training data sets
and 4 different test data sets, each test set contains 500 record-
ings and the average duration of recordings is 3, 5, 10, and 20
minutes, respectively. Finally, we randomly selected 10k train-
ing mixtures (roughly 1110 hours, 2680 speakers) from all 50k
training mixtures. This data sets is called simu-librispeech.

4.2. Network Configuration

We applied a hamming window and got 23-dimensional log-
Mel filterbank features with a frame length of 25ms and a frame

1https://github.com/hitachi-speech/EEND

shift of 10ms. Online data reverberation and noise are applied
during the training process. Unlike EEND and EEND-VC, we
do not require feature splice (i.e., a single frame is spliced us-
ing its left context and right context frames), which will reduce
some memory consumption. In addition, we perform all oper-
ations include the compute of acoustic features and online data
augmentation on GPU in our network.

For both EEND-VC and proposed systems, we used the
same network architecture as [13]. For Encoder, we used 6
blocks with 256 attention units containing 8 heads. Noam
scheduler [22] and Adam optimizer are adopted and the increas-
ing steps (warm-up steps) were set to 40% of the total steps. The
batch size was 72 on 4 Tesla V100 and the number of training
epochs was 100. After training, we obtained the final model by
averaging the weights over the last 10 epochs.

In the training phase, the training objectives LTOTAL in
equation 7 are optimized, while in the test phase, we do not use
the absolute part and just predict the relative speaker labels.

4.3. Results

Table 1 shows the diarization error rates, DERs (%) of the
EEND-VC, and the proposed models for each test sets that dif-
fers in the chunking and duration, where DER is the sum of
three different error types: missed detection (MI), false alarm
(FA), and speaker confusion (CF). The results reveals the ro-
bustness of our EEND-ASL in intra-block and inter-block. We
also tried to cluster our results, but the performance did not get
better, because the ASL has already plays a role of clustering
during the training phase. Figure 2 also shows that.

4.3.1. Different Duration

[17] has proved that EEND-VC outperforms EEND, so we only
focus on comparing the performance of EEND-VC with our
proposed model. Let’s consider two scenarios: short chunk-
ing size and long chunking size. In the case of a short chunking
size (e.g., 30 seconds), almost all test recordings are split into
blocks by chunking size, the EEND-ASL has a better and rel-
atively stable performance, which reveals the robustness of our
proposed method in inter-block variance. When the chunking
size becomes longer (e.g. chunking size is 1000 seconds) and

3579



Table 2: DERs (%) of different systems for each overlap ratio.

Model overlap (%)

0-30 30-60 60-90

EEND-VC 4.80 4.60 3.31
Proposed w/o ASL 10.38 3.81 1.38
Proposed 4.61 3.04 1.51

Table 3: DERs (%) detail performance analysis for each test
set. MI, FA, and CF indicate the missed detection, false alarm
and speaker confusion errors respectively.

Model Errors test data duration (minutes)

3 5 10 20

EEND-VC MI 2.40 2.09 2.32 2.26
EEND-VC FA 1.51 1.51 1.46 1.47
EEND-VC CF 0.52 0.59 0.58 0.67

Proposed w/o ASL MI 0.58 0.59 0.81 1.00
Proposed w/o ASL FA 0.49 0.51 0.53 0.92
Proposed w/o ASL CF 0.14 0.10 0.09 3.90

Proposed MI 0.48 0.70 0.68 0.89
Proposed FA 0.65 0.48 0.69 0.75
Proposed CF 0.11 0.08 0.05 2.43

much larger than the test duration, the EEND-ASL has excel-
lent performance, which reveals the robustness of our proposed
method in intra-block variance.

As the test duration increases, the performance of our
model decreases slightly, but still much better than EEND-VC.
Besides, the results between the proposed with and without
ASL (i.e., the ablation experiment) show that we have relatively
stable and better performance in different chunking sizes. Over-
all, we achieved the best results on almost all test sets.

4.3.2. Different Chunking Size and Overlap Ratio

As we can see, for each test set, all systems in Table 1 have
a performance degradation (especially the proposed without
ASL) when using short chunking size because of the inter-
block label permutation problem. Obviously, the proposed
EEND-ASL has a relatively smaller performance degradation
and maintains a more stable performance, which reveals the ro-
bustness of our proposed method in inter-block. Besides, we
can find that the EEND-VC has a limitation of chunking size
(i.e., up to 1000 seconds) in a one-stage process because of
poor generalization to the long data and the CPU memory con-
straints. Thanks to the use of the pre-precessing module, we
mitigated this limitation and reached up to 1200 seconds.

Table 2 shows the DERs in each overlap condition. We
combine all 2000 recordings test data sets and categorized them
into several overlap ratio ranges and obtained DER in each con-
dition. We can conclude that our system has a better DER, es-
pecially in large overlapping ratio, which shows that the EEND-
ASL handles overlapping speech well compared to EEND-VC.

4.3.3. Detailed Analysis

The numbers reported in Table 3 shows the detailed perfor-
mance analysis for each test set that differs in the chunking and
duration. Benefit from the absolute speaker loss, we achieve the

−20 −10 0 10 20
x1

−40

−30

−20

−10

0

10

20

30

x2

Proposed with ASL

−30 −20 −10 0 10 20 30 40
x1

−20

−10

0

10

20

30

x2

Proposed without ASL

Figure 2: t-SNE of the 15 speaker’s embeddings. The speakers
were randomly selected from Librispeech clean test set. Top and
bottom refer to the proposed with and without ASL, respectively.

lowest confusion error in short recordings. Figure 2 shows the
t-SNE visualization of the speaker embeddings of the 15 test
speakers. We averaged the frame-level speaker embeddings of
utterances into segments-level speaker embeddings. It clearly
shows distinguished clusters for each speaker compared to the
proposed without ASL, which proves that we can estimate the
global speaker embeddings accurately and that the ASL has al-
ready plays a role of clustering during training phase.

In conclusion, by using the global absolute speaker identity,
ASL force the network to formula a multi-label classification
problem, thus the bottle-neck embedding of each frame could
be able to represent the absolute speakers in a certain receptive
field. The representation will help the optimizer to learn a more
discriminative network, and with the continuous training, the
representation becomes more and more accurate. Overall, the
ASL encourage the optimizer to learn more accurate represen-
tations and a more discriminative network.

5. Conclusions
In this paper, we propose a simple but effective approach
to EEND that incorporates an absolute speaker loss function,
called EEND-ASL(Absolute Speaker Loss), and we get better
results with our proposed one-stage system than with a two-
stage system. Besides, the lightweight pre-processing network
makes it possible to handle longer recordings with lower mem-
ory consumption. Furthermore, the proposed ASL can deal with
overlapping speech recordings, and the experiments in simu-
librispeech data sets reveal the robustness of our EEND-ASL in
intra-block and inter-block. Finally, we achieve up to 70% rela-
tive improvement over baseline EEND-VC on short recordings
and up to 7.5% on long recordings.
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