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Abstract
Emotion conveys abundant information that can improve the
user experience of various automated systems, in addition
to communicating information important for managing well-
being. Human speech conveys emotion, but speech emotion
recognition models do not perform well in unseen environ-
ments. This limits the ubiquitous use of speech emotion recog-
nition models. In this paper, we investigate how a model can be
adapted to unseen environments without forgetting previously
learned environments. We show that memory-based methods
maintain performance on previously seen environments while
still being able to adapt to new environments. These methods
enable continual training of speech emotion recognition mod-
els following deployment while retaining previous knowledge,
working towards a more general, adaptable, acoustic model.
Index Terms: Speech Emotion Recognition, Episodic Memory,
Continual Learning

1. Introduction
Human emotion plays a large role in communication. Conse-
quently, speech emotion recognition (SER) is a critical tool,
informing intelligent systems about the feelings, attitudes, and
desires of a given user [1, 2]. With the rise of ubiquitous com-
puting, SER can be widely deployed to edge devices such as
smartphones, home assistants, and robots. However, to perform
as intended, these SER systems must be robust and adaptable
to various acoustic environments (i.e., smartphones on the go).
This is a challenging task, as previous SER work has shown
that there are many contributing factors (i.e., recording condi-
tion, label schema, rater bias, etc. [3,4]), which make it difficult
for models to generalize well across emotion datasets, let alone
to real-world data. Additionally, collecting new data from vari-
ous end-users to retrain more robust models on a central server
is challenging given the sensitive and personal nature of speech
and concerns involving centralized storage. With this in mind,
we argue that learning methods that can adapt to an end-user’s
environment is desirable. However, there is an open question
of how to prioritize generalizable emotion recognition learning
as the model is exposed to multiple acoustic environments. We
investigate how continual learning approaches can contribute to
SER training to enable generalization and adaptation to new do-
mains without sacrificing performance on previous domains and
without requiring access to all previous data or centralized stor-
age of new data.

Consider the following example of a user and their smart-
phone (SER system). This person will use their phone in various
acoustic settings, whether at home, work, or in a new location
like a coffee shop. If the user’s phone works well at home,
but they then spend more time at work, the model should adapt

to the work environment to improve in this setting. However,
we need to ensure that as we improve on the workplace acous-
tic environment, the model does not lose its general ability in
other acoustic environments. In order to perform as intended,
these SER systems must be scalable and adaptable to a variety
of acoustic environments (i.e., smartphones on the go) but also
preserve performance on previous environments. We represent
this problem by learning a model across different SER datasets
to approximate varied acoustic environments.

A common approach to adapting models to new acoustic
environments is finetuning to data from the new domain. How-
ever, finetuning models on new data often results in models for-
getting previously seen data [5, 6]. As a result, simply finetun-
ing end-user models with new speech data in a single environ-
ment (such as in the workplace) could result in lost performance
in other previously seen environments. Research in federated
learning also aims to adapt to end-user data on the client device
and collate the resulting gradients to produce a more general
server model [7]. However, in this work we investigate a dif-
ferent question: can these models be locally tuned for an end-
user’s environments? Memory-based learning methods, where
select samples are stored in memory and re-used when learning
a new task, offer a possible solution. They can address finetun-
ing challenges and single device updates [6, 8, 9]. However, we
do not know how these methods will work focusing on emotion
in varying acoustic environments.

In this work, we present a new framework for learning SER
models for real-world systems using memory-based methods
for newly encountered domains (i.e., datasets). We investigate
the following research questions:

• Can memory-based methods encapsulate varying acoustic
environments while preserving properties of emotion?

• Does memory sampling improve these memory-based meth-
ods’ ability to overcome forgetting?

To this end, we explore storing episodic memory of previ-
ously seen samples using frameworks based on memory expe-
rience replay (ExpeR) and Gradient Episodic Memory (GEM).
We compare these methods against a standard pretrain and fine-
tune approach, and show significantly improved performance
on previous and unseen data. We focus on activation as we in-
vestigate varying acoustic environments. Activation classifiers
often rely upon acoustic input, while valence is more oriented
to text [10]. Further, retaining valence performance when train-
ing with data that is partially scripted and less natural may not
be as valuable in practice. However, we use valence as reg-
ularization by predicting activation and valence in a multitask
context [11]. We demonstrate the ability of episodic memory
methods to learn patterns relevant to newer training sets while
retaining information from prior training sets without requiring
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access to entire datasets or centralized storage of newer data.

2. Related works
The goal of continual learning is for a model to learn over time
while retaining the ability to perform well on tasks it learned in
the past, avoiding catastrophic forgetting. One method of ad-
dressing the forgetting previous tasks is to replay a small subset
of experiences from past tasks. This is often referred to as Ex-
perience Replay, and it is an effective method for remembering
previous tasks [6, 8]. Experience replay methods have been in-
vestigated for speech recognition, most relevantly focused on
two Dutch language dialects [12]. However, they have not yet
been investigated for emotion recognition or varying acoustic
environments. Since our approach makes use of a single task in
different domains, we hypothesize that replay methods are best
suited for this approximating training across multiple domains.

GEM is another framework designed for continual learn-
ing [9]. Instead of replaying the previously seen samples, GEM
iterates over the memory samples calculating the loss and model
weight gradients during each training step. GEM compares the
calculated gradients for each previous task to the current batch’s
gradient. GEM will prevent an update if the gradients conflict
and will solve a quadratic programming problem to find an up-
date as close as possible to the current batch’s gradient such
that it no longer conflicts with past task gradients. The advan-
tage of GEM is that it ensures no overfitting to memory samples
while retaining strong memory of the previous tasks. GEM has
been used for automatic speech recognition to avoid retraining
on complete datasets when new data is introduced to improve
total training time [13]. This method looks at growing data of
the same domain that supersede one another. It is still unknown
if these methods can handle various acoustic domains or pre-
serve emotion, as opposed to speech properties.

3. Experiments
3.1. Data setup

We use three datasets to investigate continual learning through
different acoustic environments for SER (Table 1). We focus
on adapting models from one dataset environment to the next,
investigating the model’s performance on previously seen, cur-
rently used, and yet unseen environments.

The IEMOCAP dataset is a multimodal emotion dataset
that consists of five sessions, each involving two actors (one
male and one female) who have scripted and improvised con-
versations [14]. We remove samples where the labels were par-
tially missing or contained values exceeding the defined label
range. For IEMOCAP, we use sessions one through three as the
training set and designate session four as the validation set and
session five as the test set, as in previous work [15].

MSP-Improv is another acted dataset featuring speech
from improvised scenarios designed to elicit particular emo-
tions [16]. Participants were recorded with collar-worn micro-
phones. We partition the dataset into a speaker-independent
split by treating sessions one through four as the training set,
session five as the validation set, and session six as the test set
to be consistent with IEMOCAP data splits.

MSP-Podcast is a dataset consisting of labelled speech
from podcasts [17]. We use the predefined training split and
validation split and report results on test set 1. The dataset does
not contain transcripts, so we use Microsoft Azure automatic
speech recognition to generate them.

Table 1: Table showing the number of utterances in each dataset
following data processing.

MSP-Podcast MSP-Improv IEMOCAP
# Train 40727 4257 4847
# Val. 7012 1156 1723
# Test 13903 1227 1657

We process each dataset in the same manner by removing
instances of speech shorter than three seconds or longer than
thirty seconds to introduce a length requirement that an end-
user application may impose. Using min-max scaling on each
dataset, we bring the averaged evaluator labels for activation
and valence into the [−1, 1] range.

3.2. Model architecture

We rely on large, pretrained transformers to encode both
speech and text. We use Wav2Vec2 [18]1 acoustic features as
they better generalize in cross-domain performance over Mel-
spectrogram features [10]. We use BERT [19]2 lexical features
from the hidden state corresponding to the CLS token [20, 21].
The CLS token has dropout (p=0.2) applied and the result is
passed through a linear layer. Due to the computational com-
plexity of GEM, we freeze the Wav2Vec2 and BERT models to
reduce the number of trainable parameters and improve training
time. While freezing Wav2Vec2 is less effective than training
the full model, the frozen embedding still provides useful infor-
mation [10, 22].

Our model architecture is similar to that used in recent work
utilizing Wav2Vec2 with CCC as the loss function [10]. To ac-
count for freezing Wav2Vec2, we use four linear layers on top
of the Wav2Vec2 features and apply LeakyReLU to allow for
additional complexity. We have two prediction heads for acti-
vation and valence, each consisting of two linear layers, which
we jointly optimize via multi-task learning. The first three lay-
ers after Wav2Vec2 features and the first layer in each predic-
tion head apply LeakyReLU and dropout with probability 0.2
and 0.1 respectively. All linear layers apply LayerNorm to their
inputs. Additionally, as BERT features degrade activation per-
formance when using Wav2Vec2 features [10], we concatenate
BERT features to the acoustic representation only for valence
prediction. Doing this allows us to still regularize the acoustic
representation by learning valence without degrading activation
performance. Figure 1 presents our multimodal model.

The model is trained using early stopping with a patience
of 10, a batch size of 32, and optimized with stochastic gra-
dient descent with a learning rate of 1e-3 using Lin’s Concor-
dance Correlation Coefficient (CCC) as the model’s loss func-
tion [10]. Additionally, we apply tanh and bin the continu-
ous activation and valence to low, medium, and high using the
ranges [−1,− 1

3
], [− 1

3
, 1
3
], and [ 1

3
, 1] respectively, and report

Unweighted Average Recall (UAR) and CCC for metrics.

3.3. Experiment setup

We explore the effect of continual learning as data from a
new domain becomes available. We investigate how a general
model will change as it is trained on more restrictive environ-
ments simulating adaptation to specific acoustic settings of the
end-user. As such, we start by training a general model on
MSP-Podcast, which is the largest and most naturalistic dataset.
The baseline experiment consists of pretraining and finetuning,

1https://huggingface.co/facebook/wav2vec2-base
2https://huggingface.co/google/bert uncased L-4 H-512 A-8
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Table 2: Activation Results. * indicates statistical significant improvement compared to Finetuning. † indicates statistical significant
decrease. P, M, and I indicate training on MSP-Podcast, MSP-Improv, and IEMOCAP respectively. Gray cells represent unseen data
results. Bold indicates best performance in the current finetuning setting.

MSP-Podcast MSP-Improv IEMOCAP
Seen

Datasets Model Type CCC UAR CCC UAR CCC UAR

P Initial Model 0.578±0.003 0.539±0.028 0.520±0.018 0.533±0.022 0.480±0.031 0.458±0.033
P+M Finetuning 0.453±0.038 0.480±0.020 0.566±0.010 0.570±0.013 0.329±0.017 0.455±0.010
P+M ExpeR 0.504±0.018 0.494±0.010 0.573±0.003 0.570±0.013 0.509±0.034* 0.531±0.007*
P+M GEM 0.527±0.032* 0.513±0.028 0.571±0.018 0.570±0.016 0.461±0.038* 0.510±0.014*

P+M+I Finetuning 0.292±0.009 0.416±0.005 0.494±0.016 0.541±0.018 0.698±0.005 0.629±0.018
P+M+I ExpeR 0.510±0.015* 0.496±0.029* 0.557±0.024* 0.562±0.020 0.691±0.004 0.609±0.005†
P+M+I GEM 0.508±0.031* 0.487±0.026* 0.561±0.028* 0.560±0.022 0.682±0.006† 0.599±0.013†

Wav2Vec2 (768) BERT (512)

Linear Layer (768)

Concatenate

Linear Layer (1280)

Linear Layer (1)

Activation Valence

Frozen Embeddings

Linear Layer (768)

Linear Layer (1)

x3

Linear Layer (768)

Linear Layer (512)

Figure 1: Diagram of the model architecture. All linear layers
have LayerNorm applied to their inputs, and all layers in gray
have LeakyReLU and Dropout applied. Dropout is also applied
to the BERT CLS token.

while the memory-based methods will augment the finetuning
step of the baseline experiment. The model architecture for each
experiment is the same. All results represent the mean and stan-
dard deviation over five runs with different seeds.

3.4. Baseline

The model is pretrained and then finetuned on each dataset se-
quentially. The model is first trained on MSP-Podcast, this pre-
trained model is then finetuned on MSP-Improv, and finally, we
further finetune this model on IEMOCAP. During finetuning,
the model has no access to previously seen data and will train
until early stopping is triggered.

3.5. Sampling Method

In the memory-based methods, we select samples in the mem-
ory using a ringbuffer that tracks the most recently seen training
samples (a single utterance from the training dataset) and stores
the ringbuffer as memory once training concludes. Since the
models train on multiple epochs and shuffle the training data,
we will refer to this as random memory. We also consider
three alternative sampling methods to investigate the impact of
samples stored in the memory.

In all sampling cases, we fill the episodic memory with
samples that capture a representative distribution of a given
dataset with regards to activation and valence. To do this, we di-
vide the dataset into nine buckets containing speech from each
combination of activation and valence over low, medium, and
high bins. For each bucket, we then choose samples to repre-
sent audio length, gender, and speaker identity.

For audio length sampling, we follow a sampling method

used in previous work where 30% of data come from the first
and fourth quartiles of audio length, with the remaining 70%
from the second and third [23]. For gender sampling, we
balance the samples in each bucket between male and female
speakers. Likewise, for speaker sampling, we equally balance
samples in each bucket in regard to the sample’s speaker. When
the speaker or gender is unknown, the speech is not a candidate
to be stored in model memory.

3.6. Gradient Episodic Memory (GEM)

We use GEM to perform cross-corpus continual learning with
the aim of minimizing performance degradation as new datasets
are added during training. GEM usually imposes a restriction of
only one epoch of training on new data. We differ from the orig-
inal GEM implementation by allowing multiple training epochs
to ensure model convergence to the new acoustic domain dur-
ing training on a given dataset to simulate a deployed model
converging to new incoming speech. The number of epochs is
determined by early stopping (Section 3.2).

We use an episodic memory size of 261 per dataset since
this is divisible by nine, which is helpful in our sampling meth-
ods (Section 3.5). Other GEM parameters are unchanged3.

3.7. Experience Replay (ExpeR)

We augment the baseline finetuning approach with an episodic
memory of size 261 to replicate the memory size of GEM.
When the model encounters a new dataset, a new episodic mem-
ory of 261 samples is created and filled by sampling (Sec-
tion 3.5). During training, all samples in the episodic memory
are added to the current training dataset, and the model proceeds
with finetuning similarly to Section 3.4.

4. Results
4.1. Memory-based approaches

We present our results in Table 2 and we find that memory-
based methods retain emotion knowledge across varying acous-
tic environments. We test statistical significance using a two-
sided paired t-test with a confidence threshold of 95%.

4.1.1. Baseline

We find that as more domains are learned, the baseline method
(finetuning) forgets significantly. Specifically, CCC on MSP-
Podcast reduces from 0.578 to 0.453 and 0.292 when further
finetuned on MSP-Improv and then IEMOCAP, respectively
(Table 2). We find that the baseline also drops in MSP-Improv

3https://github.com/facebookresearch/GradientEpisodicMemory
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from a CCC of 0.566 to 0.494 once trained on IEMOCAP.
Additionally, we find that a model trained on MSP-Podcast
(P setting) performed much better on IEMOCAP CCC com-
pared to after finetuning on MSP-Improv (P+M setting). This
demonstrates how naive adaptation to new speech can decrease
a model’s performance on both unseen and previously seen data.

4.1.2. GEM

GEM outperforms the baseline experiment on previously seen
datasets at all stages of training for both UAR and CCC (Ta-
ble 2). In the P+M setting, we find statistically significant im-
provement on MSP-Podcast CCC compared to the finetuning
P+M baseline. Additionally, we find that the unseen IEMOCAP
performance significantly improves compared to the baseline.
We find that GEM has maintained MSP-Improv performance
compared to P+M finetuning despite limitations imposed dur-
ing learning of MSP-Improv.

In the P+M+I setting, we find statistically significant im-
provement compared to the P+M+I finetuning baseline for
MSP-Podcast performance in both metrics, and on MSP-
Improv when considering CCC. GEM struggles the most with
learning IEMOCAP in this setting, likely due to GEM having
the strictest learning process for new data.

4.1.3. ExpeR

ExpeR follows similar performance to GEM, except for MSP-
Podcast performance in the P+M setting. While ExpeR shows
improvement, it is not significant over the P+M finetuning base-
line. This is likely because GEM has stricter constraints. In the
baseline method, finetuning on MSP-Improv was more harm-
ful to MSP-Podcast (Table 2 initial model → P+M finetun-
ing: -0.125 CCC) than finetuning on IEMOCAP was harmful
to MSP-Improv (Table 2 P+M finetuning → P+M+I finetuning:
-0.072). This suggests that the MSP-Podcast and MSP-Improv
domains may be more in conflict, and GEM’s stricter learning
may improve retention in such cases.

We find that ExpeR marginally improves on adapting to
new data compared to GEM. In the P+M setting, we find that
ExpeR not only improves the unseen IEMOCAP performance
over GEM, but further improves on the initial general model (P
setting), suggesting ExpeR has managed to leverage new infor-
mation that improves generalizability. The improvement over
GEM suggests the learning limitations that improve GEM’s re-
tention in this setting may also be preventing GEM from learn-
ing a more general model that ExpeR may be learning.

4.2. Sampling approaches

We find that the samples stored in memory significantly impact
the model performance and retention. We present results only
for ExpeR as the trends in sampling results are similar for GEM.
Table 3 shows relative performance improvements against ran-
dom sampling. We observe significant UAR performance im-
provement on MSP-Podcast in both P+M and P+M+I settings.
The sampling methods also generally show improved perfor-
mance retention over random memory on MSP-Improv in the
P+M+I setting (significant only for speaker sampling).

All sampling methods show significantly improved MSP-
Podcast retention in the P+M setting. However, in P+M+I, sam-
pling did not improve CCC performance on MSP-Podcast (Ta-
ble 3), though there was some improvement on CCC scores for
MSP-Improv in this setting. Table 2 shows that the CCC drop
from the baseline finetuning experiment is greatest for MSP-

Table 3: Activation Results relative to ExpeR performance. ↑
indicates metric increase ↓ indicates decrease. *, †, P, M, and I
as in Table 2 MSP-Podcast MSP-Improv

Seen
Datasets Sampling CCC UAR CCC UAR

P+M Length 0.031↑* 0.059↑* 0.018↓† 0.000↑
P+M Gender 0.035↑* 0.068↑* 0.006↓† 0.003↓
P+M Speaker 0.043↑* 0.047↑* 0.007↓ 0.005↑

P+M+I Length 0.031↓ 0.049↑* 0.010↑ 0.017↑
P+M+I Gender 0.011↓ 0.058↑* 0.022↑ 0.028↑
P+M+I Speaker 0.002↓ 0.049↑* 0.019↑ 0.030↑*

Podcast in the P+M setting, so this may suggest that sampling
is more useful the more domains conflict with one another.

We hypothesize that the improvement in UAR compared
to CCC results from the fact that the memory sample distribu-
tion is equal across activation and valence bins. For CCC, this
balancing may be problematic because the memory sample dis-
tribution will not match across datasets.

4.3. Discussion

ExpeR is much less computationally expensive than GEM.
Since GEM must make predictions and calculate the loss for
samples in the episodic memory at each training step. For each
training batch, GEM must also run through all memory samples
to compare the gradients with the current batch’s update gradi-
ent (i.e., 522 samples in P+M+I). In comparison, ExpeR will
only increase the training set size by the number of samples.

As discussed in Section 4.1.3, ExpeR may be better at learn-
ing general models due to its strong performance on unseen
data. Combined with the much lower computational cost and
comparable performance, in most cases ExpeR would be prefer-
ential to GEM for adapting SER models to new data. However,
there are two notable exceptions.

Firstly, GEM exhibits much less forgetting when the do-
mains conflict more (Section 4.1.3). Secondly, GEM does not
train directly on the memory samples, which is significant for
an SER model that continually learns. GEM may be essential
in cases where batch updates are much smaller than the sam-
ple memory size, which could be useful in end-user devices,
which may perform batch updates frequently with limited sam-
ples. ExpeR will train on a training set that consists primarily
of memory samples introducing a significant risk of overfitting.

5. Conclusion
Episodic memory methods are effective at retaining classifica-
tion performance on previously seen datasets and acoustic en-
vironments. GEM and ExpeR have comparable performance,
with ExpeR being much more computationally efficient but
GEM offering other benefits such as less forgetting. Addition-
ally, we show that sampling episodic memory can significantly
improve categorical classification performance. In future work,
we will look at adaptation to emotion labels reported by the
speaker and how memory methods can retain SER performance
when adapted with unsupervised auxiliary tasks. Furthermore,
we will investigate how these methods integrate with privacy-
preserving, federated learning.
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