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Abstract
End-to-end speech summarization has been shown to improve
performance over cascade baselines. However, such models
are difficult to train on very large inputs (dozens of minutes or
hours) owing to computing restrictions and are hence trained
with truncated model inputs. Truncation leads to poorer mod-
els, and a solution to this problem rests in block-wise model-
ing, i.e., processing a portion of the input frames at a time.
In this paper, we develop a method that allows one to train
summarization models on very long sequences in an incremen-
tal manner. Speech summarization is realized as a streaming
process, where hypothesis summaries are updated every block
based on new acoustic information. We devise and test strate-
gies to pass semantic context across the blocks. Experiments
on the How2 dataset demonstrate that the proposed block-wise
training method improves by 3 points absolute on ROUGE-L
over a truncated input baseline.

1. Introduction
With the rising amount of data that people consume in daily life
– videos, music, podcasts, meetings, lectures, and more – build-
ing artificial intelligence that can concisely extract important in-
formation [1, 2] has gained importance. Speech Summarization
refers to the task of developing intelligent machines that can
generate condensed textual representations called ”summaries”
from long audio inputs. Speech summarization, whether extrac-
tive [3] or abstractive [4, 5, 6], requires global acoustic context
since knowledge of the entire speech signal is helpful for either
extracting relevant key-frames or generating comprehensive ab-
stractive summaries.

Recently, end-to-end speech summarization models [7, 8]
have been shown to outperform competitive cascade models
that comprise speech recognition and text summarization mod-
ules. Such end-to-end models use very long speech sequences
as input, and standard transformer models cannot handle very
long inputs owing to the quadratic computational complexity of
self-attention. Prior work has proposed restricting the scope of
attention using the Longformer [7, 9] or linear self-attentions
like the XNOR-former [1]. However, even with such opti-
mizations, there remains an upper limit on the number of in-
put frames that a given end-to-end model can consume with
available computing infrastructure. For example, with a 6-layer
conformer [10] encoder, a 32G V-100 GPU can take sequences
of length 25,000; and with an XNOR-encoder, the same GPU
can take 45,000 frames. Any input speech sequence of length
greater than this upper limit is truncated to be able to train and
infer, and truncating inputs makes summarization less accurate
since information is effectively removed from the input. Fur-
ther, attention-based sequence models do not generalize well to

Figure 1: Model architecture of the BASS model. The input
audio is split into fixed-size chunks and is processed block-wise.
Semantic embeddings are combined between the previous and
current blocks using an updater mechanism.

input lengths that are different from those used in training [11],
which makes adapting to longer input sequences important.

To address this challenge, one solution is to build models
that can process a small set of input frames, i.e., a block of
input at a time rather than using the entire input sequence. Such
”block-wise” models can be trained in two ways - to predict an
output either after seeing multiple blocks of input or after every
new block of input.

Most prior work has been focused on the former to enable
streaming inference for tasks like speech recognition [12, 13,
14, 15, 16], speech translation [17], spoken intent detection
[11], and wake word detection [18]. Block-wise training for
streaming applications uses one block of input at a time to gen-
erate a block-level encoding. These block-level encodings from
all blocks are then combined to make an utterance-level pre-
diction. During training, all the inputs from all blocks, inter-
mediate outputs, and the final output are retained in the com-
putational graph for backpropagation. This requires significant
compute and memory so these models still can’t scale to very
long audio sequences.

The latter category of block-wise models overcomes this
challenge by producing outputs after every block, so they can
be optimized at the block level without requiring the entire input
to be present in the computational graph. Prior work in speech
recognition for long conversations [19, 20, 21] can be consid-
ered examples of such block-wise models, since they produce
an utterance transcription for every new block of input. Such
block-level targets are relatively easy to derive for tasks like
speech recognition, where there exists a monotonic alignment
between the input frames and output tokens. However, for ab-
stractive speech summarization, the relationship between input
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frames and output tokens is non-monotonic and indirect, and it
is consequently challenging to obtain block-level targets.

In this paper, we first mathematically formulate the pro-
cess of block-wise training and introduce in Figure 1 Block-
Wise Adaptation for Speech Summarization (BASS), an online
model that can be trained with the full reference summary as
the block-level target. This means that our model attempts to
produce the output summary given only the first block, and
then subsequently refines its prediction with every additional
block of speech input. While streaming mechanisms assume
that new acoustic inputs may incrementally modify the output,
we permit the model to modify the entire summary if neces-
sary based on the information present in the new input block.
When using such block-wise inputs during training or inference,
blocks should have access to the information encoded by previ-
ous blocks. We propose to achieve this by passing the latent
representation across blocks since it is likely where the seman-
tic information is encoded. While it is also possible to carry
forward input acoustics or output summaries, these may not be
as useful because input acoustics may not be as informative,
and output summaries could be erroneous or change entirely
with new blocks. In summary, this paper makes the following
contributions:

1. We introduce Block-wise Adaptation for Speech Summariza-
tion (BASS), a novel algorithm for training speech summa-
rization models. BASS predicts a speech summary after con-
suming a new block of the input speech and allows new sum-
maries to be modified fully if necessary.

2. We introduce an explicit layer of semantic representation,
which aggregates semantics from the input acoustics and is
not affected by how it is expressed. We then describe mech-
anisms to carry this semantic context across blocks for adap-
tation and training.

3. We evaluate the relative strengths of block-wise adapta-
tion from a pretrained model and block-wise training from
scratch, and show that BASS improves performance under
adaptation settings by 3 points on ROUGE-L.

2. Proposed Approach
2.1. Formulating Block-wise Training

Given a long audio instance with N frames of D-dimensional
speech features X = (xi ∈ RD|i = 1, 2, · · · , N), the goal of
summarization is to produce a summary token sequence Y =
[y1, y2, · · · yL] of length L, which is shorter than the original
sequence but still contains the relevant semantic information.

The input sequence X can also be represented as a se-
quence of T abutting blocks with block size B such that X =
{X1, X2, ...XT }. The i-th input block Xi produces a block-
level output Ŷ i, which is the model hypothesis for the full ref-
erence Y . We use the notation X1:T to represent X1, · · · , XT

and Y 1:T to represent Y 1, · · · , Y T .
The goal of a block-wise model is to generate the best possi-

ble summary Ŷ T after seeing the T blocks of input. Equation 1
expresses the probability of observing the final output sequence
Y T given the input blocks X1:T based on the joint conditional
density P(Y T , Y 1:T−1|X1:T ).

P(Y T |X1:T ) =
∑

Y 1

· · ·
∑

Y T−1

P(Y T , Y 1:T−1|X1:T ) (1)

Using the chain rule of probability, we can represent the inner
term P(Y T , Y 1:T−1|X1:T ) as shown in Equation 2.

P(Y 1:T |X1:T ) = P(Y T |X1:T , Y 1:T−1)P(Y 1:T−1|X1:T )
(2)

Based on the fact that the model is causal (streaming), the
present output cannot depend on future outputs or inputs. This
implies P(Y 1:T−1|X1:T ) = P(Y 1:T−1|X1:T−1). Combining
this with Equation 2 results in Equation 3.

P(Y 1:T |X1:T ) = P(Y T |X1:T , Y 1:T−1)P(Y 1:T−1|X1:T−1)
(3)

This leads to the following general decomposition based on the
chain rule and the streaming assumption, shown in Equation 4.

P (Y 1:T |X1:T ) = P (Y T |X1:T , Y 1:T−1) · · ·P (Y 1|X1) (4)

Consider Equation 1 which involves marginalizing over the out-
put variables Y 1:T−1, and is challenging to compute. Rather
than evaluating all possible values for past context Y 1:T−1,
we can perform this optimization in a greedy manner, i.e., by
choosing the block-level output sequence with the highest prob-
ability as context for future predictions. Combining this Viterbi
assumption with Equations 1 and 4 leads us to the final formu-
lation in Equation 5.

P(Y T |X1:T ) ≈ max
Y T

P(Y T |X1:T , Y 1:T−1) · · ·max
Y 1

P(Y 1|X1)

(5)
In summary, Equation 5 demonstrates a setup wherein after re-
ceiving a new block of input, we maximize the probability of the
block level output being as close as possible to the ground-truth
summary given past and current block inputs and past block
level outputs. In practice, we take in a block of input and any
context from the past, then we compute a divergence between
the block-level output and the ground-truth summary. We per-
form backpropagation with this criterion to update the neural
network parameters after every block.

Apart from the aforementioned assumptions, we can also
make the Markov assumption while modeling contextual depen-
dence. To minimize the impact of context from further away
blocks on the current block, we can rewrite P(Y 1:i|X1:i) =
P(Y i−M :i|Xi−M :i).

2.2. Modeling Strategy and Architecture

The proposed BASS model is shown in Figure 1. Different from
past work in summarization, we explicitly introduce a semantic
representation variable S = (si ∈ RF |i = 1, 2, 3, · · · ,M),
which comprises M F -dimensional vectors. S contains the
semantic information encoded in the speech X , and separates
the acoustics from the summary. Modifying the input language
or ambient environment changes the acoustics, but not the se-
mantics. Summaries are generated by sampling from this rich
semantic representation, and modifying S leads to a different
summary Y .

The process of speech summarization occurs at the intersec-
tion of three distinctive spaces- the acoustic space, the semantic
space, and the summary space. The acoustic space comprises
the acoustic input X , which it transforms into semantic rep-
resentations. The summary Y can be produced in the summary
space by sampling based on the semantic representations S. We
can reasonably assume that the acoustics and summary are con-
ditionally independent given the semantics, and thus disentan-
gle the acoustics and the summary.

Consider the task of estimating the most likely summary Y
given the input speech X under this setting.
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Figure 2: Updater mechanisms (a) concatenation, (b) gated at-
tention, and (c) hierarchical attention use previous embedding
Si−1 and encoding Enc(Xi) to produce current embedding

Ŷ = argmax
Y

P(Y |X)

= argmax
Y

∑

S

P(Y, S|X)

≈ argmax
Y

max
S

P (Y, S|X)

(6)

Equation 6 describes the process of identifying the most
likely hypothesis summary Ŷ given the input X and seman-
tic representation S. From Figure 1, based on the condi-
tional independence between the summary Y and acoustics X
given semantic representation S, we can write P(Y, S|X) =
P(Y |X)P(S|X). Thus, we can obtain the solution for Equa-
tion 6 using the coordinate descent update shown in Equation
7.

Ŝ = argmax
S

P(S|X)

Ŷ ≈ argmax
Y

P(Y |Ŝ)max
S

P(S|X)
(7)

From Equations 7 and 5, BASS estimates
P(Y i|X1:i, Y 1:i−1) using Equation 8.

P(Y i|X1:i) = P(Y i|Si)P(Si|S1:i−1, Xi) (8)

The encoder and decoder model the probabilities P(S|X)
and P(Y |S) respectively. The updater uses the past semantic
embeddings and the current encoder output to produce the cur-
rent semantic embedding. Figure 2 shows three alternate struc-
tures for our updater to aggregate semantic context from the
prior and the current block:

1. Concatenation: Si = Concat(Si−1,Encoder(Xi))
The current semantic embedding is obtained by concatenat-
ing the embeddings from the previous and current blocks.

2. Gated Attention:
Si = Encoder(Xi) + w · Attn(Si−1,Encoder(Xi))
The current and previous semantic embeddings are combined
using an attention mechanism and incorporated into the final
embedding as a weighted sum.

3. Hierarchical Attention:
Si = Attn([Attn(Si−1, Di),Attn(Encoder(Xi)), Di]), Di)
This method performs the context passing within each de-
coder block, based on hierarchical attention [22]. We com-
pute attention for the current decoder state Di with the previ-
ous and current semantic embeddings independently. Then,
we stack the two attention outputs and perform a second level
of attention between this result and the decoder state.

3. Experimental Setup
3.1. Dataset

Table 1: Statistics of the How-2 2,000h Dataset used for model
training and evaluation. The maximum input length N (in
frames), and maximum output length L (in tokens) are shown.

Set Max N Max L Videos

Train 145,082 173 68,336
Test 39,537 152 2,127

The How-2 Dataset [23] contains 2,000h of instructional
videos with corresponding text transcripts, video, speech, trans-
lations, and summaries. Abstractive summaries are generated
based on user-provided descriptions of the videos. Table 1 high-
lights the number of videos in the train and test partitions of the
How2 data. The model features and reference summaries have
been made public 1 by the authors of [7].

3.2. Model Hyperparameters and Evaluation

Models: Our models use ESPNet22 [24] and are first pre-
trained on the ASR task and then fine-tuned for summariza-
tion. The encoder consists of convolutional subsampling by
factor 4, followed by 12 conformer [10] blocks with 8 attention
heads and a hidden size of 2048. The decoder has 6 transformer
blocks, with 4 attention heads and a hidden size of 2048. The
total number of model parameters is 103M. Both the encoder
and decoder use a dropout rate of 0.2. We use 43-dimensional
filter bank and pitch features as input to the encoder.
ASR: ASR models are trained with Connectionist Temporal
Classification (CTC) and Cross-Entropy loss with CTC weight
of 0.3. We use the Adam optimizer with peak lr=0.001, and a
warmup scheduler for ASR pre-training. This takes 2 days on 8
V-100 32G GPUs
SUMM: Our summarization models are trained with cross-
entropy loss and label smoothing of 0.15. During inference, we
use a beam size of 8. Model averaging was not performed as it
was found to hurt summarization performance. Fine-tuning is
run for a day on one A40 GPU.
BASS: For BASS models, we use a block size of 1,000 input
frames, corresponding to 10s of audio. We only use the seman-
tic embedding from the previous block as context for the current
block unless otherwise specified.
Evaluation: We evaluate our models with ROUGE [25], ME-
TEOR [26], and BERTScore [27], which are the most common
automatic metrics for evaluating summarization models.

4. Experimental Results
4.1. Truncated Input Baselines

First, we train end-to-end summarization baseline models on
truncated inputs (Trunc) that are 10 seconds long and 30 sec-
onds long. Table 2 reports the results of training on truncated
inputs and evaluating recordings that are 10 seconds and 30
seconds long, compared to different state-of-the-art approaches
referenced in prior work. We note that using the standard full
multi-head attention provides significant gains over restricted
self-attention, and therefore use the standard multi-head self-
attention for our experiments.

1https://github.com/srvk/how2-dataset
2Code will be released in https://github.com/espnet/espnet
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Table 2: Performance of Block-wise Adaptation and Training Approaches compared to Truncated Baselines with different inference
strategies using ROUGE, METEOR, and BERTScore metrics- higher scores indicate better performance

Training Method Inference Pre-training Train Maxlen Inf. Maxlen ROUGE-1↑ ROUGE-2↑ ROUGE-L↑ METEOR↑ BERTScore↑
Trunc, Restricted Self-Attention [7] Standard X 100s 100s 60.73 44.9 56.10 29.30 91.53
Trunc, Full Self-Attention [8] Standard X 100s 100s 65.30 51.40 62.10 32.50 93.00
+ TTS Augmentation [8] Standard X 100s 100s 68.40 54.10 65.00 34.90 93.80
Trunc-Baseline Standard X 10s 10s 60.87 45.12 56.79 30.00 91.6
Trunc-Baseline Standard X 30s 30s 63.30 47.58 59.16 31.76 92.08
Trunc-Baseline Standard X 60s 60s 64.57 49.11 60.49 32.47 92.38
BASS-Adapt Block 10s 30s 30s 63.99 49.00 60.17 32.17 92.51
BASS-Train Block X 30s 30s 60.87 43.12 54.79 29.12 89.40

Table 3: Part-of-speech coverage between the Predicted Sum-
mary and the Reference for Truncated 10s baseline and BASS-
ADAPT 30s model

Model Noun Verb Adj Adv Prop.Noun

Baseline 10-sec 0.85 0.76 0.84 0.65 0.78
BASS-ADAPT 0.87 0.79 0.84 0.67 0.81

Table 4: Performance of BASS models with block level inference
across different implementations of the semantic updater model.
Models are pre-trained on 10s and fine-tuned on 30s. R-1, R-2,
R-3 represent the ROUGE-1, ROUGE-2, and ROUGE-L metrics
respectively

Updater R-1↑ R-2↑ R-L↑ METEOR↑ BERTScore↑
Concat 63.99 49.00 60.17 32.17 92.51
Gated Attn 63.94 48.91 60.16 32.12 92.12
Hier. Attn 59.71 43.99 55.74 29.32 91.27

4.2. Block-wise Training versus Truncated Training

The proposed BASS method can be used to help models trained
on shorter recordings adapt to longer inputs (BASS-Adapt),
or to train models from scratch in a block-wise manner
(BASS-Train). Inference for blockwise models can be per-
formed in the standard manner, i.e., where the entire input is
fed in at once to predict the final output. Alternatively, Block
inference can be performed, where the input is fed as abutting
blocks of input as described in Section 2.1.

We train BASS-Adapt initialized from the 10-second
truncated baseline to handle 30-second recordings and infer us-
ing standard and block mechanisms. BASS-Adapt is
compared against BASS-Train by training a model on 30-
second recordings from scratch using our BASS algorithm. The
latter performs worse - for training from scratch, the challenge
is relatively poor initial context. Initially, the learned context is
not very helpful which leads to slower convergence and poorer
performance.

We compare both model adaptation and training strategies
in Table 2. We see that the proposed BASS-Adapt approach
outperforms BASS-Train on all metrics. We also observe
that our proposed BASS algorithm improves over the trun-
cated 10-second baseline and the truncated 30-second baseline.
BASS-Adapt with block inference results in a nearly 4-point
improvement in ROUGE-L over the 10-second truncated base-
line, and a 1-point improvement in ROUGE-L over the trun-
cated 30-second baseline. This result is comparable to that ob-
tained by a truncated input baseline that takes in 60 seconds of
audio, showing that our BASS model trained with 30-second

recordings comprising 10-second chunks can do as well as a
model trained on 60-second recordings. The proposed approach
is more computationally efficient than the baseline by a factor
of 3 since the proposed approach uses 3x smaller inputs 3 times
for quadratic self-attentions.

Finally, Table 3 sheds light on the improvement in the pre-
diction of different parts of speech in the reference summary
using the best BASS-ADAPT model. We observe that the pro-
posed model generally improves the prediction of all parts of
speech. Future work may benefit from exploring named entity
prediction for summaries.

4.3. Comparison of Block-wise Adaptation Strategies

Table 4 compares the various modeling strategies for the
semantic updater. We observe that simply concatenating
the semantic embedding of the previous (one) block with the
current block yields significant improvements in summarization
performance. Of the three updater mechanisms described in
Figure 2, gated attention and concatenation appear to yield
similar gains in performance, with hierarchical attention
performing significantly worse. Gated attention is able to
achieve similar performance while reducing having a very
small memory footprint compared to concatenation.

5. Conclusion
In this paper, we address the challenge of training end-to-end
speech summarization models over very long inputs. Though
certain optimizations can be used to improve the upper limit
on input size for summarization models, performance is lim-
ited by the truncation of model inputs during training and infer-
ence. We propose Block-wise Adaptive for Speech Sequences
(BASS) to address this challenge - an algorithm that consumes
the input in blocks and passes semantic context across blocks to
encourage better learning. The BASS algorithm can be used to
adapt pre-trained truncated input models to longer sequences,
or train models over long sequences from scratch. We show
that the proposed model outperforms truncated baselines and
enables the training of speech summarization models with very
long inputs.
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