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Abstract

Perceptual centers (p-centers) can be defined as the perceived
centers of a syllable. Previous research regarding the location of
p-centers in speech relied on experimental methods, and among
the suggested acoustic features contributing to the location of p-
centers in Germanic languages is the transition of the consonant
to the vowel onset. The current study investigates the prediction
of the location of p-centers in German, by means of machine
learning. Machine learning is a promising tool to capture possi-
ble non-linear relationships that may occur among the acoustic
features used in the complexity that is the human perception.
Therefore, an LSTM neural network approach was used for the
identification of p-centers in a set of spoken German sentences,
with input data features being Mel Frequency Cepstral Coeffi-
cients (MFCC), amplitude envelope and root mean squared en-
ergy. The model was able to achieve a balanced accuracy of
84% with MFCCs being the best predictor of p-center location.
Index Terms: perceptual centers, Long Short-Term Memory,
Mel Frequency Cepstral Coefficients, deep learning

1. Introduction
Perceptual centers (p-centers) can be defined as the perceived
moment a sound occurs, and this seems to be mostly constant
among humans [1]. However, there is no agreement regarding
the precise acoustic features involved in determining the exact
location of p-centers in a sound (see section 2). There seem to
be universal points of attraction of p-centers in each syllable, but
research has not yet succeeded in finding significant, distinctive
predictors.

This research aims to predict the p-centers in German
speech using a deep learning neural network. More specif-
ically, a supervised recurrent neural network, the Long-Short
Term Memory (LSTM) network, will be applied. As input for
the LSTM, several different acoustic and phonetic features will
be extracted from the data, such as Mel Frequency Cepstral Co-
efficients, amplitude envelope and root mean squared energy.

This methodology can be very beneficial for future p-center
research: the automation of p-center locations could bring new
insight to the field, even though the relevant acoustic features
contributing to the p-center location might not be known. Fur-
thermore, it has the potential of being applied on different data
and of providing an easier and less time-consuming method for
p-center prediction. In addition to that, the model could bring
new insights to the question of which features actually affect
p-center location. With a more in-depth understanding of p-
centers, one can understand better how human perception of
sounds occurs, which brings valuable insights on language ac-
quisition and understanding in general [2, 3].

2. Related Work
2.1. Existing research on p-centers

P-centers were first recognised as a phenomenon worth inves-
tigating by Morton and associates (1976) when coming across
difficulties in the attempt to produce stimuli at regular intervals
[1]. The question of what exactly in the syllable determines the
regularity arose, which led them to study p-centers further. In
this research, they also found that p-centers occur independently
of their surrounding syllables [1, 4, 5].

In order to measure p-centers, several different experi-
mental methods have been applied, and the most frequently
used methods are the rhythm adjustment method, the phase-
correction response (PCR) and the tap-asynchrony method [5].
In the rhythm adjustment method, two sounds are played in a
cyclic pattern, one is a base sound and the other is a test sound.
The base-base interval is constant but the base-test interval can
vary. Participants adjust the timing of the test sound until the
"point of subjective isochrony" [5, p. 1616]. The p-centers can
then be determined from the distances between the consecutive
sounds. In PCR, a sequence of sounds is played with regular in-
tervals and occasional event onset shifts or phase shifts between
the sounds. While listening, the participants are instructed to
tap along to the rhythm of the sound, and if there is a shift in
the timing of one of the sounds, they adjust their tap in order to
adapt to the perceived new rhythm. This adjustment of the tim-
ing of the participants’ taps then identifies the p-center of the
next sound. Finally, in the tap-asynchrony method, the partici-
pants are asked to tap along to each sound that is played.

Although research is generally in agreement about the con-
text independence of p-centers, there is still no consensus on the
exact determiners of p-centers within each syllable. De Jong
(1994) investigated a number of acoustic and articulatory kine-
matic features in two separate experiments, but no significant
correlates were found [6]. Moreover, amplitude envelope, i.e.,
the distribution of energy in the sound, has also been proposed
as a candidate for predicting p-center location [7]. Some re-
search suggests that the p-center is likely to occur close to the
energy peak in a syllable [7], for a different view, please see
[8, 9, 4]. P-center location is also suggested to be influenced
by acoustic makeup and the durational features of syllables [4],
such as vowel onset [9]. Using a speech-metronome synchroni-
sation approach, Barbosa and associates [10] found that in Ger-
manic languages, the vowel onset correlates with the p-center
if the onset has a large amount of energy. Overall, the general
consensus is that the p-center location is not predicted by any
single acoustic event but rather must occur due to a number of
features, the precise interactions of which have not been discov-
ered yet [1, 4, 6, 9].
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2.2. Feature extraction in modern Audio Signal Processing

Feature extraction is a crucial part of audio signal analysis, es-
pecially when the research includes a machine learning compo-
nent. One example of a type of feature in the time domain used
in speech analysis is root mean square energy (RMSE) [11]. It
represents the loudness of the sound by calculating the square
root of the mean squared amplitude of the signal [12].

Mel Frequency Cepstral Coefficients (MFCCs) are a fea-
ture which is frequently used for vowel detection in audio sig-
nal processing [13]. They also hold information about time and
frequency of the audio signal, simulating sound perception in a
similar fashion to the human ear [14]. The resulting coefficients
have shown to possess great explanatory and predictive power
regarding music and speech processing and analysis [11].

Finally, another feature that is often used in modern audio
analysis is energy amplitude envelope [15], and a correlation be-
tween amplitude envelope and p-center location has been found
in previous research [16].

2.3. Machine Leaning models for Audio Signal Processing

For time-series data, Recurrent Neural Networks (RNNs) are a
type of neural network that is often used for time-series data as
for each time step they have a separate internal state [17]. The
Long Short-Term Memory (LSTM) network is a type of RNN
which overcomes the vanishing gradient problem that classical
RNNs have [17], which means that over time, information from
previous time steps "vanishes" and the impact of their data be-
comes insignificant [18].

3. Methodology
3.1. Data set description

The original data set consists of 88 sound files which are a
subset of the stimulus material created and used by Roncaglia-
Denissen and associates [19, 20] for the purpose of studying the
role of rhythmic regularity during syntactic ambiguity process-
ing in German. The sentences presented a rhythmically regular
stress pattern (i.e., with a constant interstress interval of three
syllables). [For additional information about the dataset, please
see [19].]

The sentences were spoken by a German female profes-
sional speaker and recorded. Since previous research on p-
centers made use of rhythmically regular stimulus material (i.e.,
mostly word lists), this dataset allows for the investigation of p-
centers in a more natural, and ecologically valid speech context.

3.2. Data pre-processing

Each sound file was analysed and p-centers corresponding to
each syllable were extracted and manually labelled. This was
done using the software Praat [21]. The vowel onset was iden-
tified in Praat by investigating markers such as the waveforms,
the intensity, the pitch, formants of the sound and patterns on
the spectrogram.

The data was zero-padded and signal duration was in-
creased up to a common length so that no valuable data is lost
(please see Table 1 for the comparison between original and
edited data). For this procedure, the Python library Pydub was
used [22].

For processing the audio signal, first, the sampling rate of
22050 samples per second was chosen as it preserves enough
data to represent the original, continuous signal sufficiently
without being too computationally expensive [23]. For fram-

ing and windowing of the now discrete signal, a frame length of
2048 and a hop size of 512 was selected, as these are common
parameters to choose in audio signal processing [24, 25, 26].

Table 1: Min, max and mean durations and frame numbers of
files before and after editing.

Original files Edited files

Min 3.1576 secs, 132 fr 3.9098 secs, 169 fr
Max 3.9093 secs, 165 fr 3.9099 secs, 169 fr
Mean 3.5551 secs, 150 fr 3.9098 secs, 169 fr

In the final step in the data pre-processing, the target data
had to be converted into a format that would fit the LSTM net-
work. In the processed data, the p-centers were denoted by oc-
currence per frame using binary numbers. This means that for
each of the 169 frames, either a 0 (no p-center) or a 1 (p-center)
was assigned. There was an average of 17 frames containing
p-centers for each signal, so an average of 10% 1s and 90%
0s. If a p-center occurred at a point in time where two frames
were overlapping on the signal, the p-center was allocated to the
frame for which it was closer to the center point.

3.3. Audio feature extraction

For the extraction of the audio features, the Python package Li-
brosa for audio and music analysis was used [27]. In addition to
that, for visualisation of the data, the Python package Matplotlib
was used [28].

In this project, MFCCs were used as features of the model,
since they are often used for vowel detection [13], of which
the onset has been linked to p-center location [10]. Here, 20
MFCCs were extracted for each frame, because a high amount
of information content and possible predictive power was de-
sired while still maintaining low computational complexity.

Figure 1: Plot showing amplitude envelope for one sample sig-
nal and its waveform over time.

The second feature that was extracted from the audio data
was the amplitude envelope, since previous studies suggest its
relevance in p-center location [16]. Figure 1 shows the ampli-
tude envelope mapped onto a waveform of a sample audio sig-
nal. The sentence in the signal is: "Maren trifft den Diener den
Lorena mal gestört hat im Geschäft". The same sentence is rep-
resented in Figure 2 which shows the RMSE, the third feature
that was extracted. This feature was used in order to investi-
gate the potential effect of energy in the signal on the location
of p-centers as this was also found to be a potential predictor in
Germanic languages [10].
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Figure 2: Plot showing RMSE for one sample signal and its
waveform over time.

3.4. LSTM network implementation

For this research, an LSTM network was chosen because of its
recursive nature and its ability to overcome the vanishing gra-
dient problem. The LSTM itself was implemented using the
Python library Keras [29]. Due to the zero-padding that was re-
quired for increasing the duration of some of the signals, first,
a masking layer was added to the model to ensure that the out-
put does not become distorted because of the padding. Initially,
three LSTM layers were implemented.

For this model, the hyperbolic tangent and the Rectified
Linear Unit (ReLU) activation functions were chosen as they
are both suitable for binary classification and showed the best
overall model performance. The loss function in this LSTM
was sparse categorical crossentropy loss. It was chosen because
it is appropriate for categorical classification, which is carried
out by this model with this data. Other loss functions were
tested but resulted in a decrease in model performance. For this
specific loss function, the activation function of the last, dense
layer, must be the Softmax function. Other activation functions
were also experimented with, but resulted in a decrease in per-
formance of around 10 percentage points. The Adam optimizer
and the evaluation metrics accuracy were selected for this net-
work.

The input data was split up into 15% testing data, 15% vali-
dation data and 70% training data. The LSTM was run using the
same settings separately for each input data. In addition to that,
it was compared to a baseline of randomly generated numbers
between 0 and 1.

In order to avoid overfitting, the complexity of the model
needed to be reduced to only two LSTM layers and sample
weights which assign different weights to each class were set.

3.5. Model evaluation

The performance of the LSTM was evaluated using balanced
accuracy on the test set, due to the unbalanced nature of the
data. Each variation of the model with different input data was
run ten times and the means and standard deviations of the bal-
anced accuracy outputs were compared. This and the following
statistical analysis were carried out using the programming lan-
guage R on the software RStudio [30, 31]. A one-directional
paired student’s t-test was conducted on each of the model out-
puts with different feature inputs in order to see whether they
perform significantly better than the baseline with an α value of
.05. In addition to that, confusion matrices were computed for
each model variant, and sensitivity and specificity were calcu-
lated.

4. Results
The baseline input data with random values performed as ex-
pected with a mean balanced accuracy of 51% in the ten runs
of the LSTM (SD = .01) as seen in Table 2. The MFCC data
performed best in predicting the target data as it showed a mean
balanced accuracy of 83% (SD = .01) and a maximum balanced
accuracy of 84%. The RMSE input had a mean balanced accu-
racy of 61% (SD = .05) and the mean balanced accuracy of the
amplitude envelope data was 69% (SD = .05).

Table 2: Balanced accuracy means and standard deviations
(SD) for each different input feature and the baseline.

Baseline MFCC RMSE AE

Mean .51 .83 .61 .69
SD .01 .01 .05 .05

The results of the one-sided, paired student’s t-test showed
that the balanced accuracy of the MFCC model is significantly
greater than the baseline, because the t value is large (t = 46.74)
and there is a 95% confidence interval of a mean difference of
31% (see Table 3).

Furthermore, the balanced accuracy of the amplitude enve-
lope model is significantly greater than that of the baseline t α
(t = 13.24, p < .001). The 95% confidence interval of the mean
difference is 16%. The null hypothesis can also be rejected,
thus, the amplitude envelope model’s balanced accuracy is sig-
nificantly greater than the baseline. Similarly, the balance accu-
racy for the RMSE model was also significantly greater than the
baseline with a 95% confidence interval of a mean difference of
7% (t = 5.87, p < .001).

Table 3: Results of the one-sided, paired student’s t-tests.

MFCC AE RMSE

t 46.74 13.24 5.87
95% Confidence Interval .31 .16 .07
p-value <.001 <.001 <.001

Confusion matrices were computed in which a positive
value is equal to 1 and a negative value is 0. Moreover, the
specificity and sensitivity of the models were calculated.

Table 4: Confusion matrix for the LSTM with the MFCC input
data.

Target

Positive Negative
Model Positive 207 374

Negative 31 1754

Sensitivity Specificity
.87 .82

The confusion matrix of the MFCC model in Table 4 shows
that the number of true positives is 207, and there were 31
false positive cases. The sensitivity is therefore high (87%).
There are many true negative cases and not many false nega-
tives, which is why specificity is 82%.
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In the confusion matrix of the model which used amplitude
envelopes as input in Table 5, the sensitivity is 63%, because
88 out of 238 actual positive values were incorrectly labelled as
negative. Moreover, 439 cases that the model predicted to be
positive were in fact negative, so the specificity of this model is
79%.

Table 5: Confusion matrix for the LSTM with the AE input data.

Target

Positive Negative
Model Positive 150 439

Negative 88 1689

Sensitivity Specificity
.63 .79

Furthermore, Table 6 shows that in the LSTM with the
RMSE data as input, sensitivity is 76%. The specificity is only
45%, because there were 1177 cases in which the true value was
negative but the LSTM predicted them to be positive.

Table 6: Confusion matrix for the LSTM with the RMSE input
data.

Target

Positive Negative
Model Positive 180 1177

Negative 58 951

Sensitivity Specificity
.76 .45

In order to show the baseline performance of the LSTM,
a confusion matrix for the random inputs has also been calcu-
lated and can be seen in Table 7. This matrix shows the low
performance of the baseline.

Table 7: Confusion matrix for the LSTM with the baseline.

Target

Positive Negative
Model Positive 44 281

Negative 194 1847

Sensitivity Specificity
.18 .86

5. Discussion
The goal of this study was to predict p-center location estimated
at vowel onset in German speech using an LSTM. The input fea-
tures which were extracted from the audio data were MFCCs,
amplitude envelopes, and the RMSE.

The LSTM was able to predict the p-centers in the unseen
data with a balanced accuracy of up to 84%. The performance
of the LSTM was dependent on the input data, and balanced ac-
curacy scores varied with different predictors. The MFCCs had
the highest predictive power, scoring the maximum mean bal-
anced accuracy of 83%. Amplitude envelope was able to predict

p-center location with the second-highest mean balanced accu-
racy of 69%, and the RMSE input led to a 61% mean balanced
accuracy of the model. The LSTM showed a low standard de-
viation for each of the different features (.01 < SD <.06), which
means that its performance was constant across all runs. The
model always performed significantly better than the baseline.

With the highest performing predictor, the MFCCs, which
also had the highest sensitivity and specificity scores, the model
was able to predict both the negative and positive classes simi-
larly well. With the amplitude envelopes as input, the sensitivity
of the LSTM was 63% and the specificity was 79%. Therefore,
the model had similar predictive power as the MFCC model
over the negative classes but performed slightly worse in pre-
dicting the positive class. This may be because the positive class
is much less frequent due to the data being unbalanced. Finally,
the confusion matrix for the LSTM which used the RMSE input
features presented a sensitivity of 76% and a specificity of 45%.
Hence, the model was better at predicting the positive class than
the negative class. This behaviour is surprising due to the unbal-
anced nature of the data, which would usually cause the model
to be more likely to predict the more frequent class in case of
ambiguity.

The findings on MFCCs are in line with the existing liter-
ature, as MFCCs are some of the most used features in speech
processing research. Amplitude envelope and RMSEs both ex-
tract features related to the energy of the signal at a certain point
in time, but amplitude envelope performed better than RMSEs.
This may be because the amplitude envelope reflects the change
in amplitude over a certain amount of time, rather than describ-
ing an aspect of the sound at one specific point in time like
RMSE does. This could be an interesting causality to further
research. Overall, as suggested in previous research [10], the
energy of the sound does seem to be a significant predictor for
p-centers in German speech.

Compared to the existing literature, this study adds a new
method, the use of LSTM networks, to the research of locating
p-centers. In general, the promising results suggest that using
machine learning in research regarding similar phenomena is a
valuable approach with the potential of being employed increas-
ingly in future research.

6. Conclusion
This research aimed to find how well a supervised learning algo-
rithm can predict p-centers located at vowel onset from acoustic
and phonetic features in German speech.

The supervised learning algorithm in the LSTM neural net-
work was able to predict the p-center location with a balanced
accuracy of up to 84% from the MFCC features. The model
performed significantly better than the baseline. In addition to
that, the amplitude envelope and the RMSE features which were
also extracted from the German audio signals were significant
p-center predictors as well. The amplitude envelope features
showed the second highest predictive power with a balanced
accuracy of 69%, followed by the RMSEs with 61%.

In future research, it would be interesting to test this model
on a different data set that has less rhythmic regularity and is
closer to free speech. Furthermore, the methodology in this
project could be combined with experimental methods in clas-
sical p-center identification models to gain more knowledge
about this phenomenon of human perception. With the use of
these new, efficient methods, researchers may consider revisit-
ing the debate about p-center attractors and potentially open up
the topic to many new discussions and conclusions.
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