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Abstract

This paper describes a set of phone classification experi-
ments based on electromyography (EMG) signals and a subse-
quent phone confusion analysis, as part of a project that aims
to restore speech for Spanish laryngectomees by developing a
Silent Speech Interface (SSI). Understanding the relationship
between speech and the muscles used for speaking is essen-
tial to learn the possibilities and limitations of such EMG-based
SSIs, before advancing to a complex task such as direct EMG-
to-speech conversion. When considering only information from
the muscles of the face and neck, important information from
the tongue and vocal cords is missing. This is reflected in the
results, which show confusion between pairs of phones that only
differ in the position of the tongue or the voicing feature.
Index Terms: speech recognition, human-computer interac-
tion, silent speech interfaces, EMG signals, speech processing,
phone classification

1. Introduction and Related Work

When people lose their ability to produce speech naturally, al-
ternative methods to communicate arise. One example is the
case of laryngectomees, whose larynx, including vocal cords,
were removed as part of cancer treatment and often re-learn to
speak using an electrolarynx or by means of esophageal speech.
However, these alternative methods are difficult to learn, and
the resulting voice can be difficult to understand by others
[1, 2]. For this reason, other technological alternatives, such as a
Silent Speech Interface (SSI) [3], are being explored. SSIs take
biosignals, such as electromyographic (EMG) signals, gener-
ated while speaking silently and output synthetic speech [4, 5].
Silent speech refers to the act of articulating without produc-
ing any sound, but in order to train an SSI model, often audible
speech is used. The ideal EMG-based SSI converts EMG sig-
nals to speech in real-time in a fast and efficient way. Attempts
at EMG-to-speech conversion have been made [6, 7, 8, 9, 10],
but there is still room for improvement. We argue that it is im-
portant to gain information about the possibilities and limita-
tions of such SSI s by looking closely at all the individual steps
that are involved. Examples of tasks that can provide useful
information are syllable identification [11], word recognition
[12], and speaker identification [13, 14]. The task that we focus
on in this paper is phone classification [15, 16, 17], with the aim
to analyze phone confusion after using EMG signals to classify
phones and to gain insight into the relationship between muscle
movement and speech. Previous phone confusion analysis for
English showed that detecting voice as well as the manner of ar-
ticulation is challenging [16]. Our study focuses on the Spanish
language, but we expect a similar trend since surface EMG elec-
trodes are located in the face and neck, which makes capturing
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the inner movement of the tongue difficult, and the tongue is an
important part of speech production in either language. How-
ever, Spanish uses a different phone set, so we believe that for
the development of an EMG-based SSI for Spanish a language-
specific phone confusion analysis is necessary because it could
provide new insights.

The outline of this paper is as follows. In Section 2.1, we
describe the database used in this study and the data processing
procedure. Sections 2.2, and 2.3 explain the feature extraction
and reduction methods. Section 2.4 describes the model archi-
tecture and experiments. In Section 3, the results of the exper-
iments are presented. These results are analyzed and discussed
in Section 4. Finally, in Section 5, we provide a summary of the
findings.

2. Method

The methodology consists of a classification task aiming at pre-
dicting the correct phone label for EMG frames. We used a
database of synchronized speech and EMG data and trained a
one-layer feed-forward neural network using cross-validation
with features extracted from those signals.

2.1. Data
2.1.1. The database

The database consists of 28 sessions recorded by six native
Spanish speakers (3 males and 3 females) aged 29 to 61,
with a total of 11.5 hours of audible speech data. The num-
ber of recorded sessions differs per speaker (see Table 1 for
an overview of the sessions and the total audio duration per
speaker). In each session, a consistent base set of utterances was
recorded, consisting of three distinct sets: 110 VCV combina-
tions, 100 isolated words, and 100 sentences. Additionally, each
session included another set of sentences, which was unique for
each session, but remained consistent across speakers. During
data processing, each set of words or sentences was split into
an 80% train set and a 20% test set. This division process was
applied uniformly to each session to ensure consistency. It is
important to note that the test set was derived from the 100 sen-
tences within the base set. As a result, the utterances in the
test set remained the same across all sessions. Recordings are
still ongoing and the database, which was approved by an ethics
committee, will be publicly available when finished.

The EMG signals were recorded with a Quattrocentro am-
plifier (with a sampling frequency of 2048 Hz) using an eight-
channel bipolar electrode setup targeting the following eight
muscles: levator labii superioris, masseter, risorius, depressor
labii inferioris, zygomaticus major, depressor anguli oris, ante-
rior belly of the digastric, and stylohoid. The locations of the
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Figure 1: Frequency of labels in the database, normalized with
respect to the most frequent label, [a]. The darker the shade,
the higher the relative number of frames labeled with that label.

electrode pairs were determined after performing a pilot study,
which focused on previous work done in this area of research,
a study of the physiology of facial muscles, and experiments to
compare the impact of several locations in the face and neck.
The corresponding audio signal and a synchronization signal to
align EMG and speech are recorded with the EMG signals.

Table 1: Overview of the database: speakers, sessions and total
audio duration (hh:mm:ss) per speaker.

Speaker Sessions Total Duration
1 1-5,7,8 2:17:28
2 1-5,7,8 3:11:54
3 1,2 1:00:02
4 1,2,5 1:09:26
5 1-3,5 1:32:39
6 1-5 2:28:28
all 11:39:57

2.1.2. Data processing

The synchronization signal to ensure alignment between the
EMG and audio signals is generated by the signal amplifier at
the beginning and at the end of each utterance and is registered
into an extra EMG channel. The synchronization signal is also
outputted by the signal amplifier as an analog signal and intro-
duced into one of the audio channels. This ensures that a mono
speech recording is contained in one channel and the synchro-
nization signal is stored in the other.

The first step in the data processing is to crop the EMG and
the audio signals using the synchronization signal. Then, the
audio is segmented using the Montreal Forced Aligner [18] to
obtain the labels that are used to perform the classification. The
phonetic transcriptions are obtained with a public transcriber’,
using the SAMPA phone set, which consists of 29 phones for
Spanish. In this paper, we refer to the phones using the Inter-
national Phonetic Alphabet (IPA) for more clarity. The silences
at the start and the end of every utterance are discarded, but the
short pauses between words are kept (represented as ’sil’). The
distribution of the labels is shown in Figure 1.

2.2. Feature extraction

Instead of using the raw EMG and audio signals, we extracted
features from them to use as input data.

2.2.1. EMG-TD features

To parameterize the EMG signals, we calculated a set of Time
Domain (TD) features, which have been shown to be effective
in previous works [19, 16, 20]. In order to obtain these fea-
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tures, first we pre-processed the EMG signals by removing the
continuous component and normalizing them. We calculated a
nine-point double-averaged signal (w), a signal resulting from
subtracting w from the original signal (p), and a signal resulting
from rectifying the p signal (). We then used a rectangular win-
dow of 25 ms duration and 5 ms step size to calculate the mean
and power of w, the mean and power of r, and the zero-crossing
rate of p, which are the 5 TD features that will characterize each
frame.

The addition of temporal context information is essential as
the signals related to the movement of muscles are not neces-
sarily simultaneous to the generated speech. This means that
relevant information might not be in the central frame but in the
surrounding frames. To incorporate temporal context informa-
tion into each frame, a stacking filter is applied, which allows to
combine the features of the current frame with those of adjacent
frames. We chose a stacking filter width of 15 frames, which
means that the actual frame is stacked with the 15 preceding
frames and the 15 subsequent frames, so that information from
a total of 31 frames (i.e. 135 ms) is used. This results in a
high-dimensional feature vector for each frame, with a length
of n-5-(2k+ 1), where n = 8 is the number of EMG channels
and k = 15 is the width of the stacking filter, resulting in a total
of 1240 features per feature vector.

2.2.2. Audio MFCCs

To perform phone classification using acoustic features, we
computed Mel Frequency Cepstral Coefficients (MFCCs) using
a Hamming window and a filterbank of 30 filters, calculating
13 features for each window. The window length and the frame
shift were identical to those used for TD feature extraction. As
with the EMG features, we applied a stacking filter with a width
of 15 to each frame, resulting in a feature vector with 403 audio
features.

2.3. Feature reduction

To reduce the dimension of the feature vector, we applied Linear
Discriminant Analysis (LDA) [21], which was demonstrated to
be effective in previous studies [20, 16]. The maximum num-
ber of features allowed for LDA is the number of classes minus
1, which is in this case 29, since there are 30 phone classes.
In order to find the optimal number of LDA features, we took
session 2 of each speaker and performed a simple classifica-
tion task on the EMG data following the model architecture de-
scribed in Section 2.4.2, using a batch size of 64 samples and
10 epochs and iterating over 1 to 29 features. See Figure 2 for
the validation accuracy of each feature averaged over all speak-
ers. Based on this graph, we chose 17 features for all experi-
ments described further in this paper.

2.4. Model architecture

2.4.1. Baseline

To function as a baseline, a dummy classifier is used to achieve
chance-level accuracy. This dummy classifier chooses the most
common class. Due to the unbalanced label distribution as
shown in Figure 1, using a baseline that represents random se-
lection (in this case 3.33%) would not be fair.

2.4.2. Feed-forward Neural Network

The neural network used to perform the phone classification
consists of one feed-forward hidden layer with 34 nodes (double
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Figure 2: Validation accuracy (in %) per number of LDA fea-
tures averaged over session 2 of each of the six speakers. The
solid line represents mean accuracy, and the area above and
below the line shows the standard deviation range.
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Figure 3: Validation loss per number of epochs averaged over
session 2 of each of the six speakers, using a Simple Feed For-
ward Neural Network after LDA reduction with 17 features. Re-
sults are shown for three different batch sizes. The solid line
represents the mean validation loss, and the area above and be-
low the line shows the standard deviation range.

the number of inputs), and an output layer with 30 nodes (the
number of phone classes). The activation function for the hid-
den layer is ReLU, while the output layer has a softmax activa-
tion function. As a metric to measure the multi-class classifica-
tion accuracy of the network, the categorical cross-entropy loss
function is used. The network was trained using an Adam opti-
mizer and a learning rate of 103, For a similar task in previous
work [17], we have also compared other classification models,
such as bagging and Gaussian Mixture Models (GMMs). We
learned that when using smaller datasets, a bagging classifier
outperforms a neural network, but that a neural network is more
effective when working with larger datasets.

‘We performed a hyper-parameter search in order to find the
optimal batch size and number of epochs. Figure 3 shows the
validation loss for 40 epochs and three different batch sizes: 32,
64 and 128. It can be seen that the batch size has no significant
effect, so we chose 128, which has the shortest training time.
Since the learning curve flattens after about 20 epochs, we chose
this number for the final configuration.
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Figure 4: Test accuracy averaged over sessions per speaker for
different types of input features: none (most common class),
EMG-TD and audio-MFCCs. The solid lines represent mean
accuracy, and the areas between the dashed lines show the stan-
dard deviation ranges.

2.4.3. Cross-validation

As described in Section 2.1.1, we split the data into 80% train
and 20% test sets. The test accuracy mentioned further in this
paper represents results based on the test set. However, in the
training phase, we used a cross-validation procedure using 5
folds, and the average accuracy of these folds is referred to as
the validation accuracy.

3. Results

The mean validation and test accuracy for all experiments are
shown in Table 2. All the accuracy values mentioned in this pa-
per are frame-based. For the results per speaker, see Figure 4.
The average time per model run was 13 minutes per session
(without considering the dummy classification experiments). It
can be seen that there is some variation between speakers, espe-
cially between speaker 6 and the other speakers. When speaker
6 is not taken into account, the mean test accuracy based on
EMG features increases to 38.12%

Table 2: Validation (including standard deviation) and test ac-
curacy for all experiments, averaged over all speakers and ses-
sions.

Input features Validation accuracy Test accuracy

None 13.86£1.17% 13.10%
EMG-TD 37.52£5.34% 35.98%
Audio-MFCCs 67.03£6.75% 69.68%

Figure 5 shows the confusion matrix for all phone classes
for the classification on the test set of EMG features. The matrix
is normalized by the true labels, to account for the imbalance of
phone classes. The matrix is organized by a shared phonetic
feature, namely the manner of articulation, resulting in the fol-
lowing phone groups: vowels ([a], [e], [i], [0], [u]), semivowels
([3], [w]) and consonants. The consonants are further divided
into plosives ([bl, [pl, [t], [d], [k], [g]), fricatives (B, [fl, [6],
[8], [s], [x], [¥D), affricates ([tf], [j]), nasals ([m], [n], [n]) and
liquids ([1], [£], [c], [r]). The label ’sil’ refers to the short pauses
in between words.

Table 3 shows the phone confusion pairs within each group,
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Figure 5: Confusion matrix of the results of the test sets aver-
aged over all speakers and sessions for the EMG features.

of cases where the confusion was higher than the accuracy of
the true label.

The silences were predicted correctly in 28.94% of the
cases.

Table 3: Table of within-phone group confusions, showing in-
stances where the confusion between phones was higher than
the accuracy of the true phone.

True Accuracy Predicted Confusion Group
i 25.18% e 32.86% vowels
u 37.57% 38.68%

n 4.50% n 6.13% nasals
£ 1.41% 6.32% liquids
1.57%
r 9.02% 11.31%
b 15.67% p 16.49% plosives
g 0.57% k 11.39%
t 3.43%
P 1.72%
d 1.13%
¥ 0.95% S 5.93% fricatives
X 2.35%
0 1.00%

4. Discussion

In the previous section, we presented the results of our phone
classification experiments. To start with, they showed that the
mean chance level is 13.10%, and the mean accuracy based
on EMG features is 35.98% (see Table 2), which implies that
phones can to some extent be differentiated using information
from the muscles. We also presented the results of the exact
same experiment but this time using features from the audio
signals, which lead to a mean accuracy of 69.68%. This re-
sult validates the model architecture but is not used for analysis
since it does not contribute to the goal of this study.
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Since the mean accuracy does not provide information
about the phones individually, we show more detailed results
about phone confusion. We found a Pearson “s correlation be-
tween the phone accuracy and label counts of 0.79. We can
observe in Figure 5 that the phones [a], [e], [o] and [s] are pre-
dicted more often than other phones, to be recognized as vertical
lines. As can be seen in Figure 1, these phone classes are the
ones with the highest counts, so this pattern is most likely an
effect of the correlation. Using the same reasoning, we can ob-
serve that those labels whose presence is rare, like [y], [j], [x]
or [£], are almost never predicted, what can be recognized as
white columns.

When two phones that show confusion are members of the
same phone group, this confusion can be explained in terms of
their phonetic features. For example, as can be seen in Table 3,
the vowel [i] is more often predicted incorrectly as [e] than cor-
rectly as [i]. Similarly, the vowel [u] is more often predicted
incorrectly as [0] than correctly as [u]. These vowel pairs are
indeed very close in their manner of articulation and the differ-
ence in muscle movements is subtle enough to explain this con-
fusion. From the nasals group it is not surprising that the [n] and
the Spanish [p] show some level of confusion since the biggest
difference between those two phones lies with the movement
of the tongue, which is hard to capture with EMG. The same
holds for the two different r“s in Spanish, the [r] and the more
tongue-rolling [r], and the two different 1”s, within the group
of liquids. When looking at the plosives, two unvoiced-voiced
pairs ([p]-[b] and [k]-[g]) show confusion among them, which
is as expected, since they only differ in the voicing feature, and
the EMG electrodes are unlikely to pick up on that. They also
share the place of articulation, so there is very little phonetic
difference between them. Similar confusion between voiced-
unvoiced phone pairs was also reported in previous work [16].

5. Conclusion

The analysis of the classification accuracy of phones based on
EMG signals shows that it is possible to derive certain informa-
tion from them, yet the results also revealed some level of phone
confusion. More specifically, confusion between two phones is
more likely to occur when they share the manner of articulation,
or only differ in voicing. We are confident that part of this issue
can be addressed in higher-level applications such as EMG-to-
speech and EMG-to-text by applying language models, which
we are currently working on. In general, we have found that
acquiring good-quality EMG data is a challenging task. During
the recording procedure, we encountered some technical issues
such as electrodes detaching from the skin due to sweat and long
recording sessions, or incorrect synchronization signals. Future
research also includes enhancing the recording procedure, in
order to reduce the technical issues and potentially improve the
accuracy of the analysis.
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