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Abstract

Automatic speech recognition (ASR) systems have become
a vital part of our everyday lives through their many applica-
tions. However, as much as we have developed in this re-
gard, our most common evaluation method for ASR systems
still remains to be word error rate (WER). WER does not give
information on the severity of errors, which strongly impacts
practical performance. As such, we examine a semantic-based
metric called Aligned Semantic Distance (ASD) against WER
and demonstrate its advantage over WER in two facets. First,
we conduct a survey asking participants to score reference text
and ASR transcription pairs. We perform a correlation analysis
and show that ASD is more correlated to the human evalua-
tion scores compared to WER. We also explore the feasibility
of predicting human perception using ASD. Second, we demon-
strate that ASD is more effective than WER as an indicator of
performance on downstream NLP tasks such as named entity
recognition and sentiment classification.
Index Terms: ASR evaluation metric, semantic context, user
perception

1. Introduction

Automatic speech recognition (ASR) systems have become a
vital component of our modern world. For instance, people
nowadays use voice-activated virtual assistants to make grocery
lists, control household devices, schedule appointments, etc. It
is only fitting that we assess the ASR system performance in a
way that reflects human understanding and the system’s perfor-
mance on Natural Language Understanding (NLU) or Natural
Language Processing (NLP) downstream tasks.

Word error rate (WER), the most widely used evaluation
metric, expresses the quality of ASR systems in terms of the
word-level edit distance between the reference and ASR hy-
pothesis text normalized by the total number of words in the
reference [1]. All the errors are weighed equally, without any
regard for the severity of one word error over another. For ex-
ample, we have someone saying “Find me flights to London”.
An ASR system transcribes it as ’Find the flights to London”,
and another one transcribes it as "Find me flights to Lisbon”.
There is a single word error in both transcriptions but the lat-
ter one drastically changes the meaning of the sentence. This
illustrates how limited WER can be.

A number of works have proposed modifications to WER
in order to combat its limitations. Additionally, others have pre-
sented entirely new evaluation metrics as an alternative. Moving
from word level accuracy onto the inclusion of semantic infor-
mation, Semantic-WER (SWER) in [2] used specific weights
for insertion, deletion and substitution. Entities and sentiment
words are assigned importance weights related to the impact of

incorrectly transcribing them. The limitation of SWER is the
need for an annotated reference. In addition, domain-specific
metrics [3, 4, 5] have been proposed as a means of evaluat-
ing ASR systems such that it better reflects the system’s perfor-
mance on various NLU/NLP downstream tasks. However, the
disadvantage of these methods is their inability to generalize for
various applications.

Meanwhile, transformer-based [6] language models, such
as BERT [7] and RoBERTa [8], exhibited the ability to capture
semantic information. Thus, representing text as contextualized
embeddings was made possible. Reimers ef al. [9] modified the
pretrained BERT and RoBERTa models to generate sentence
embeddings and demonstrated their successful application on
semantic textual similarity tasks. Likewise, [10, 11] utilized
BERT models to evaluate text generation systems (summariza-
tion, machine translation, etc.) and presented results which
highly correlated with human judgement of text quality. While
these works employed the modeled semantic information, they
did not focus on the evaluation of ASR system performance.

Kim et al. [12] presented an alternative ASR evaluation
metric called Semantic Distance (SemDist), which derives
sentence-level embedding vectors using RoBERTa and com-
pares them using cosine-similarity. Their results demonstrated
that SemDist is a better indicator for various NLU and NLP
tasks compared to WER. SemDist was further analyzed in [13]
by studying its correlation with the human perception of ASR
quality. However, Rugayan et al. [14] highlighted that SemDist
values are not robust against sentence length due to the aver-
aging of all token embeddings in the sentence. As such, they
proposed Aligned Semantic Distance (ASD), which utilizes dy-
namic programming (DP) to find the optimal alignment be-
tween two sequences of token embeddings and calculates se-
mantic closeness as the accumulated distance of the alignment.
Their work focused on the evaluation of a Norwegian ASR sys-
tem and used NorBERT [15] to generate the token embedding
sequence for each sentence. They demonstrated that ASD is
unaffected by sentence length and illustrated through examples
that it provides a more semantically meaningful metric com-
pared to WER.

In this work, we examine the ASD metric against WER in
two aspects: correlation with human perception of ASR quality
and as an indicator of performance on downstream NLP tasks.
Similar to [14], this paper focuses on the evaluation of a Norwe-
gian ASR system. First, we conduct a survey using 30 pairs of
reference and ASR transcriptions texts and show that ASD has
better correlation to the human perception of ASR transcrip-
tion quality compared to WER. We also explore the effects of
using a monolingual versus a multilingual language model for
the ASD metric and perform regression analysis on the results.
Furthermore, we build a Gaussian Naive Bayes classifier to pre-
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dict human evaluation scores and show that using ASD as a
feature attains better classification results compared to WER.
Finally, we evaluate ASD on Named Entity Recognition (NER)
and sentence-level sentiment classification. In contrast to WER,
we demonstrate that ASD is a better indicator of downstream
NLP task performance and can possibly be used for ASR model
selection.

2. Aligned Semantic Distance (ASD)

We use ASD [14] as the semantic-based metric to evaluate the
ASR transcriptions. ASD performs token-wise comparison be-
tween the embedding vectors for the reference and the hypoth-
esis text. The embedding vectors are derived using a pretrained
transformer-based [6] language model. First, the text is tok-
enized and passed through the transformer model. The em-
beddings output from all layers of the model is averaged for
each token, generating a sequence of token embeddings eyer[7]
and enyp [7] for the reference and hypothesis text respectively, as
shown in Equation 1.

Ercf = {ercf[l}, €rcf[2]7 ceey ercf[N}}

Eiyp = {enyp[1], enyp[2]; -, enyp[M]} (L

Then, ASD finds the optimal alignment between the refer-
ence embedding vector Er.r and the hypothesis embedding vec-
tor Ehyp using dynamic programming (DP). Finally, as shown in
Equation 2, the ASD metric is calculated as the minimum accu-
mulated distance of the alignment path Dy, normalized by the
reference embedding vector length [14].

ASD(Fur, Big) 2 min-Ds(Fu, Eog) @)

It can be observed that ASD depends on the language model
used. To explore the language model’s effect, we consider two
cases. First, we follow [14] and use NorBERT [15], a large-
scale monolingual BERT-based language model trained on Nor-
wegian corpora containing both the written standards of Norwe-
gian, Nynorsk and Bokmal. We refer to semantic distances un-
der this setup as ASD-NorBERT. For the second case, we utilize
the BERT-base multilingual (cased)1 model [7]. It is pretrained
on the top 104 languages with the largest Wikipedia, which in-
cludes both Nynorsk and Bokmal. We refer to semantic dis-
tances under this setup as ASD-multiBERT.

3. Experimental Setup

We examine ASD against WER on two aspects. First, we exam-
ine the relationship between the human perception of ASR qual-
ity and the evaluation metrics. We hypothesize that a semantic-
based metric such as ASD would correlate better to human
perception in comparison to WER. Second, we evaluate ASD
and WER on downstream NLP tasks. Our assumption is ASD
would be more effective than WER as an indicator of task per-
formance.

3.1. Survey on Human Perception of ASR Transcription
Quality

We generate a set of ASR transcriptions using a strong baseline
end-to-end ASR system [16] with hybrid connectionist tem-
poral classification (CTC) [17] and attention-based encoder-
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decoder (AED) [18] architecture. The set contains approxi-
mately 2600 sentence-like segments, all with manual reference
texts from their respective corpora. We use the free speech
test set of NB Tale [19], which contains spontaneous narra-
tive monologues, and a part of the test set of Rundkast [20],
which includes broadcast radio news shows. Lastly, we take
the test set from the Norwegian Parliamentary Speech Corpus
(NPSC) [21]. It contains audio recordings of the Q&A sessions
of the Norwegian Parliament.

We conduct a survey asking informants to judge the qual-
ity of ASR transcriptions selected from the set generated by
our baseline ASR system. The questionnaire contains 30 pairs
of reference and ASR transcription texts with varying lengths,
speech sources, and WERs. The task of the participant is to
score the ASR transcriptions from 1 to 5, with 1 being the low-
est and 5 being the highest. They are only presented with the
reference and ASR transcription texts. ASD’s main objective
is to measure the semantic distance between the reference and
hypothesis text pairs. Therefore, the speech file is not available
for playback during the execution of the survey. The guidelines
for scoring the ASR transcriptions are as follows:

1. Bad: The ASR transcription has several errors that make it
completely incomprehensible.

. Poor: The ASR transcription contains errors which make it
a lot more difficult to understand. It is not completely unin-
telligible but means something entirely different compared to
the reference.

. Fair: The ASR transcription contains errors which make it
a little difficult to understand. It can still be understood to
partly mean the same as the reference.

. Good: The ASR transcription contains few errors which
makes it a bit different from the reference. It is usually un-
derstood to mean the same as the reference.

. Excellent: The ASR transcription contains minor errors or
none at all (exact match). It is perfectly comprehensible to
mean the same as reference.

We gather a total of 40 participants whose native language
is Norwegian. A correlation analysis is performed between the
human evaluations scores and the equivalent WERs and ASD
values of the survey items. In addition to the language model
cases described in section 2, we observe the effects of modify-
ing the layers selected as output of the model. We simply divide
the model’s 12 layers into 3 groups (bottom, middle, high) and
calculate the ASD values using each group. Again, we perform
correlation analysis between the ASD values produced by this
modification and the human evaluation scores.

3.2. NLP task: Named Entity Recognition, Sentence-level
Sentiment Classification

We construct two additional hypotheses sets using the reference
text of the baseline ASR transcriptions in subsection 3.1. We
have Worse ASD, where the ASD mean value is higher than the
baseline ASR transcriptions, and Better ASD, where the ASD
mean value is lower. Both sets have the same mean WER as
the baseline ASR transcriptions. To build the Worse ASD set,
we take the reference text and randomly substitute words with
”0g” (and). To create minimal disruption in the Better ASD set,
we randomly insert "og” (and) in the reference text such that all
of the key words are retained. The purpose of these additional
hypotheses sets is to demonstrate that even if the WER remains
constant, ASD values can vary and therefore could potentially
be more useful in determining which ASR system is better.
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Figure 1: Distribution of ASD-NorBERT and ASD-multiBERT values (left) and WERs (right) with respect to the human evaluation

scores of the ASR transcription quality survey.

Table 1: Correlation between survey scores and evaluation met-
rics. Reported values are Pearson correlation coefficients.

Metric Layers Correlation Coeff.
WER 1-12 -0.604
ASD-NorBERT 1-12 -0.646
ASD-multiBERT 1-12 -0.683
ASD-multiBERT 1-4 -0.659
ASD-multiBERT 5-8 -0.698
ASD-multiBERT 9-12 -0.684

Table 2: Comparison of linear regression models using different
metric values as input.

Metric MSE MAE R?
WER 098 079 0.34
ASD-NorBERT 094 078 037
ASD-multiBERT  0.82  0.72 045

We evaluate the baseline ASR, Worse ASD, and Better
ASD hypotheses sets on the downstream NLP tasks of NER
and sentence-level sentiment classification. These tasks aid in
better understanding of the text. NER classifies each word as
one of 10 labels pertaining to persons, organizations, products,
events, etc., and sentiment classification tags the sentence po-
larity either as positive, negative or neutral.

The nb-bert-base? model [22] is finetuned to perform
the NLP tasks. We use the NorNE?® dataset [23] to finetune the
model for NER and the NoReC_sentence* dataset [15, 24] to
finetune the model for sentence-level sentiment classification.
Because our datasets do not have annotations for NER and sen-
timent classification, we use the finetuned model to annotate the
reference text and consider them as our pseudo labels. Then, we
perform the NLP tasks on the hypotheses sets and calculate their
respective F1-scores.

4. Results and Discussion
4.1. Correlation between Human Perception and ASD

In Table 1, we show the Pearson correlation coefficient between
the human evaluation scores and the evaluation metric values
for the reference and ASR hypothesis text pairs. It should be
noted that more accurate ASR hypotheses result in lower evalu-
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ation metric values and in higher human evaluation scores. Due
to this inverse relationship, the correlation coefficients are neg-
ative.

Results show that semantic-based metrics have better corre-
lation to the human evaluation scores compared to WER. ASD-
multiBERT has the strongest correlation at -0.683, outperform-
ing ASD-NorBERT. It is interesting that using a multilingual
language model for the ASD metric ended up corresponding
better to the scoring task. To understand this phenomenon, we
observe the distribution of the evaluation metric values in Fig-
ure 1. It shows that ASD-NorBERT values and WERs are more
widely distributed compared to ASD-multiBERT. We believe
that the more compact distribution of ASD-multiBERT allows
it to be more correlated with the discrete scoring levels of the
evaluation task. Moreover, it is probable that the difference in
distribution of ASD values, especially evident with survey score
1 (Bad), is a result of the variation in tokenization between the
language models. For example, ASD-NorBERT would tokenize
”forsta” (understand) as a single token but ASD-multiBERT
would break it up into "for” and wordpiece “##sta”. Wordpieces
are subwords learned by the language model during training.
ASD-multiBERT tends to divide up a word because it utilizes
wordpieces from other languages too. On the contrary, ASD-
NorBERT only splits the compound words. We generally ob-
serve lower accumulated cosine distances between the aligned
token embeddings of wordpieces compared to the token embed-
dings of whole words.

Since ASD-multiBERT has the strongest correlation to the
human evaluation scores, we choose to experiment with it fur-
ther by modifying the selected output layers of the language
model. Table 1 shows that using the middle layers, #5 to
8, achieves the strongest correlation to the human evaluation
scores. There have been numerous works which performed
probing experiments on BERT [7] in order to understand the
way it learns linguistic information. Tenney et al. [25] find
that earlier parts of the network resolve part-of-speech (POS)
tags, and higher layers resolve semantic roles and coreference.
Likewise, Jahawar et al. [26] show that surface information is
encoded in the bottom layers, syntactic and semantic informa-
tion in the middle layers, and semantic information in the high
layers. These findings support the aforementioned experiment
results.

4.2. Predicting Human Perception of ASR Quality

We believe that ASD can be utilized for predicting the hu-
man perception of ASR quality. We use the 1200 pairs of sur-
vey scores and evaluation metric values to perform a regres-
sion analysis and to implement a classifier predicting the hu-
man evaluation scores of the ASR transcriptions. Table 2 com-
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Figure 2: Normalized confusion matrices of Gaussian Naive Bayes classifier using WER, ASD-NorBERT, and ASD-multiBERT with a
10-fold cross-validation.

Table 3: Balanced accuracy scores of Gaussian Naive Bayes
classifier using different metric values as the input feature.

Metric Accuracy Standard Dev.
WER 0.361 0.032
ASD-NorBERT 0.390 0.029
ASD-multiBERT 0.413 0.035

Table 4: WER, ASD and F1 scores on the NER & sentiment

classification task. Reported ASD values using NorBERT LM.

F1 Score
Hypothesis Set WER ASD NER Sentiment
Baseline 0.074 0.066 0.878 0.938
Better ASD 0.074 0.051 0.944 0.957
Worse ASD (random) 0.074 0.080 0.893 0.898
Worse ASD (entity priority)  0.074  0.093  0.704 0.926

pares the regression models based on different input cases and
presents their mean squared error (MSE), mean absolute error
(MAE) and coefficient of determination (R?). Results show
that ASD-multiBERT achieves the lowest errors and highest R>
score.

We implement a Gaussian Naive Bayes classifier using
WERs, ASD-NorBERT and ASD-multiBERT values as input
feature cases. Since our training data is small, we perform a 10-
fold cross-validation. It should be noted that more than half of
the transcriptions have a rating of 4 (Good) and higher. Because
of our imbalanced dataset, we calculate the balanced accuracy
which is the average of the recall values for each class. Table 3
shows that ASD-multiBERT achieves the highest accuracy. In
addition, it attains an MSE of 0.95, which is 24% and 7% lower
than the MSE of WER and ASD-NorBERT respectively. From
the normalized confusion matrices in Figure 2, we observe that
predicted scores are generally higher than the actual ones. This
observation could be attributed to the imbalanced dataset. Per-
formance is especially unsatisfactory for 2 (Poor), wherein ap-
proximately 50% of the time the classifier predicts the examples
as 4 (Good) regardless of the input feature case. Interestingly,
WER achieves the best performance for / (Bad) and 4 (Good),
and ASD-NorBERT for 5 (Excellent).

The regression analysis and classification results suggest
the feasibility of using ASD to build a prediction model for the
human perception of ASR quality. However, independent data
is required to verify this.
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4.3. NLP downstream tasks and ASD

We evaluate ASD and WER on the NLP tasks of NER and
sentence-level sentiment classification. Table 4 shows that
while the WER remains constant for all hypotheses sets, the
F1-scores for both tasks vary. It illustrates the inability of WER
to act as an indicator of NLP task performance. On the other
hand, when the ASD value decreases, as in the case of Better
ASD, the F1-scores for both tasks become higher than the base-
line hypothesis set. However, NER F1-score reduction is not
generally true when the ASD value increases, as seen in the
results for the Worse ASD (random) hypothesis set. The rea-
son is most of the words replaced were not named entities. For
demonstration purposes, we try prioritizing the replacement of
named entities before random words, and report the results un-
der Worse ASD (entity priority). It can now be observed that the
NER F1-score is lower than the baseline hypothesis set. These
observations indicate that ASD provides better insight on NLP
task performance compared to WER and can possibly be used
for model selection.

5. Conclusion and Future Work

In this paper, we examine Aligned Semantic Distance (ASD)
against WER. First, we gather data on the human perception of
ASR transcription quality by conducting a survey with a 5-point
evaluation scale. Our correlation analysis show that semantic-
based metric ASD has better correlation with human perception
compared to WER. We also find that using the BERT-base mul-
tilingual (cased) model achieves even better correlation results
compared to the monolingual language model NorBERT. In ad-
dition, we demonstrate through regression analysis and a Gaus-
sian Naive Bayes classifier that using ASD to build a predic-
tion model for the human evaluation scores is feasible. Finally,
we show that ASD is more effective than WER as an indicator
of performance on downstream NLP tasks, namely NER and
sentence-level sentiment classification.

For our future work, we plan to expand the survey and make
it publicly available. In addition, we want to explore incorporat-
ing ASD as an optimization criteria in finetuning ASR systems.
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