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Abstract

In this paper, we tackle the problem of audio-driven face ani-
mation which aims to synthesize a realistic talking face given
a piece of driven speech. Directly modeling the mapping from
audio feature to facial expression is challenging, since people
tend to have different talking styles with momentary emotion
states as well as identity-dependent vocal characteristics. To
address this challenge, we propose a contrastive feature disen-
tanglement method for emotion-aware face animation. The key
idea is to disentangle the features for speech content, momen-
tary emotion and identity-dependent vocal characteristics from
audio features with a contrastive learning strategy. Experiments
on public datasets show that our method can generate more re-
alistic facial expression and enables synthesis of diversified face
animation with different emotion.

Index Terms: audio-driven face animation, feature disentan-
glement, contrastive learning, neural network

1. Introduction

Audio-driven face animation is an emerging multimedia tech-
nology with wide potential applications, such as teleconference,
virtual reality, film dubbing and so on. Recent works on this
topic [1, 2, 3, 4] either directly model the relationship between
audio input and facial expression, or focus on learning the in-
termediate representation between different modalities. How-
ever, few works have considered the multiple information (e.g.,
speech content, emotion state) involved in audio features that
have different relationships with facial expression. For exam-
ple, a person in a joyful mood may speak with more widely
open mouth than a person in a depressed mood.

One of the main challenges in audio-driven face animation
is the coupling of multiple information within the audio signals.
In a audio segment, there are the content of speech, the mo-
mentary emotion states of the speaker, and the individual vocal
characteristics. While the speech content and the emotion states
have strong relationship with facial expression, the vocal char-
acteristics are unique for different persons but are nearly irrele-
vant to the facial expression. Therefore, directly modeling the
relationship between the audio signal and facial expression may
lead to limited performance due to the coupling of irrelevant in-
formation. Furthermore, to enable the synthesis of diversified
face animation with different emotion, the decoupling of the
content and emotion from the audio is also needed.
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In this work, our aim for emotion-aware audio-driven face
animation that is consistent with the input audio. Our key
idea is to disentangle the information of speech content, emo-
tion states and pronunciation characteristics from audio features
with a contrastive learning strategy. Our method formulates the
task as a two-stage audio-driven image translation problem. In
the first stage, information of speech content, emotion states
and pronunciation characteristics are extracted from input au-
dio as speech code, emotion code and identity code respectively
with three branches of Multiple Layer Perceptron (MLP). These
codes are used for predicting the face landmarks corresponding
to speech content and speaking styles separately. In the sec-
ond stage, target images are generated by an image-to-image
translation network using a reference image and the predicted
landmarks as input.

To enforce feature disentanglement, we develop a con-
trastive learning strategy based on datasets which are composed
by speech videos of different people, with each person talking
in multiple videos with different emotion states. We train and
evaluate our method on public VoxCeleb2 dataset[5S] and LRW
dataset[6]. Quantitative and qualitative experiments show that
our proposed method achieves state-of-the-art performance.

In summary, our contributions include the following:

¢ We propose an emotion-aware audio-driven face animation
method which enables synthesis of realistic facial expression
with diversified talking styles.

* We develop a contrastive learning strategy to disentangle
multiple information from the audio features.

2. Related Work

Audio-driven face animation. Given an input audio stream,
audio-driven face animation aims to generate a sequence of
talking face images given a piece of speech audio. Previous
work can be mainly divided into three directions. In the first
direction, the feature extracted from audio signals are studied.
Some methods [4, 7, 8, 9, 10, 11] directly used Mel-scale Fre-
quency Cepstral Coefficients (MFCC). NVP [12], Voca [13],
and FICIAL [1] used DeepSpeech [14] to extract audio fea-
tures. MakeitTalk [3] extracted content embedding and speaker
identity embedding from input audio by [15]. In the second
direction, intermediate representation learning between audio
features and facial expression is studied. [3, 16, 17] used land-
marks as their intermediate representation. [1, 12, 18, 19] used
3D Morphable Face Models coefficients as their intermediate
representation. The third direction focuses on the image syn-
thesis. Some methods [3, 16] used image-to-image translation
to generate the final image, while others [1, 20] used traditional
rendering pipeline and fine tuning to generate the final image.
Style-aware face generation. Considering that people may
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speak in different styles even for the same content, style-aware
face generation aims to identify different talking styles from au-
dio input in addition to the content of the speech [21]. [22]
used BiLSTM [23] network to learn the information related to
posture in speech. [13] used the one-hot encoding method to
encode the data in the training set, and used this one-hot encod-
ing vector as a control variable to distinguish different people’s
styles. However, the model needs to be retrained if new peo-
ple join, which is not time-efficient. [12] used a linear mapping
to represent the talking styles of different people. If new per-
sons attend, they only need to train the linear mapping corre-
sponding to the new person without retraining the model, thus
saving a lot of training time. However, training such a linear
mapping requires collecting a video of the person and the three-
dimensional facial structure corresponding to the face in the
video, which greatly reduces the convenience. [3] separated the
content of the conversation and the style of the speaker explic-
itly, however they didn’t take into account that the same person
may have momentary emotion states and thus changing talking
styles in different situations. In contrast, our method explicitly
considers the disentanglement of speech content, momentary
emotion and identity-dependent vocal characteristics.

3. Method

Task definition. Given a reference image I containing a face to
be animated and a piece of speech audio A, the goal of the task
is to generate a video V' with facial expression that is consistent
with the speech with respect to the content and temporal dura-
tion. The task can be formulated as a two-stage process. In the
first stage, the input audio are transformed to a sequence of dis-
placement of the face landmarks. In the second stage, the target
video of face animation is generated with an image-to-image
translation model which transfers the reference image and the
sequence of face landmark images to a sequence of synthesized
face images. The overview of the proposed method is demon-
strated in Figure 1.

3.1. Preprocessing

Audio feature extraction. To eliminate the effects of different
languages, recording artifacts and noise in the audio, we extract
audio feature by AutoVC [15] which is a few-shot voice con-
version method to separate the audio into the speech content
and the identity information. The obtained audio features are
F, € RT*P where T is the frame number of audio and D
is the dimension of AutoVC feature. We divide every 20ms of
audio into a frame.

Face alignment. The head poses in a video are usually
dynamic and may affect the position of face landmarks even
for a static facial expression. In order to learn a stable map-
ping between audio features and face landmarks, we need to
eliminate the effects of head poses by aligning the faces into
a consistent head pose. First, we extract the 3D facial land-
marks L., € R5*3 from a video [24]. Then we calculate the
average facial landmarks, and adopt Iterative Closest Point[25]
algorithm to align facial landmarks of all face images with the
average. Finally, the 3D face landmarks are projected onto the
image space by orthogonal projection. Our method is trained
on aligned 2D facial landmarks L € R%8*2,

3.2. Contrastive Feature Disentanglement

We first encode the speech content, emotion and identity from
audio features, and then develop a contrastive learning strategy
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to disentangle the multiple information.

Content encoder. The purpose of this part is to separate
out the audio features which are only relevant to the speech
content. Similar to [3], we first encode the audio feature with a
three-layer MLP, and then use a LSTM [26] to capture tempo-
ral information of the speech. After that, the content encoding
Econtent S RTX256 is obtained:

Econtent = LSTM(MLPC(FG)) (1)

Style encoder. In a piece of speech audio, in addition
to the content of the speech, there also involves the momen-
tary emotion and identity-dependent vocal characteristics of the
speaker which affect the talking style and thus the facial ex-
pression in different way. We use a style encoder to separate
the talking style from the audio. Then, we use two MLPs to
embed F, into the emotion embedding Ecmotion € RT X128
that encodes the momentary emotion and the identity embed-
ding Ejgentity € RT*'?® that encodes identity-dependent vo-
cal characteristics. To capture the dependency of talking style
on the identity embedding and the emotion embedding, we feed
Ecmotion and Ejigentity into a self-attention encoder [27] to get
the style embedding E;,;. € RT*?56. The process in the style
encoder can be formulated as follows:

Eemotion = MLPE(FEL) (2)
Eidentity - MLP’L(FG) (3)
Estyle = Attn(Eemotiony Eidentity) 4

Contrastive learning. We develop a contrastive learn-
ing strategy to disentangle different feature embeddings of
Econtent, Eemotion and Ejgentiry. We carefully construct a
batch of four three clips for training. The first and the second
are from the same video, and are denoted as V;. and V; respec-
tively. The third one records the same person speaking but in
different videos/scenes and is denoted as V/,. It is assumed that
the emotion states in different video clips of the same video are
more similar than that in different videos. We use V., Vi and
V, for disentangling the emotion embedding and use V,. and
V,, for disentangling the identity embedding.

To disentangle the information of emotion, we use Vi,
V, and V), to construct a contrastive loss. The idea is to en-
force similarity of emotion embedding between E_,, ;0. and
E;,  otion for V. and Vi, as well as dissimilarity between
EZ, otion and E¥ . for V; and V,,. Besides, to provide
weights for the contrastive loss, we also adopt a pretrained fa-
cial expression recognition model [28] to obtain the softmax
probabilities of facial expression of the three videos, denoted as
er, es and e,. The contrastive loss is formulated as:

=Ars - drs + (1= Arp) - maz(0.1 — d;p,0)
()

where d, , represent the mean absolute difference between
E7,  otion and EZ . i, and similarly is dr p. Ar s is the weight
for d,,s and is computed as cosine similarity of facial expression
between e, and e;. A, s is computed similarly.

To disentangle the information of identity, we make an as-
sumption that the identity code Ej;gentity is the same for all
videos of the same speaker. In concrete, we enforce the simi-
larity between the identity code Ejyey,4;¢, Of video V.. and the

identity code Ej,,,,,;,, of video V;:
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Figure 1: The overview of the proposed method. Content encoder and style encoder are used to predict displacement of face landmarks
from input audio with consideration of the speech content and talking styles respectively. Image-to-image translation is used to synthe-
size the talking face images from the predicted face landmarks and the reference face image.

3.3. Landmark Prediction

In this paper, the audio-driven facial expression is represented
by the displacement of face landmarks with respect to the ref-
erence face image. The displacement of face landmarks related
to the speech content Deonien: € RT*8%2 is predicted by a
MLP given input of the content embedding Econtent. Similarly,
the displacement of face landmarks related to the talking style
Dty € RT*8%2 ig predicted by a MLP given input of the
style embedding F:yi. and the content embedding Econtent.
Finally, the predicted face landmarks L, € R7*%¥*2 are ob-
tained by adding the predicted displacement with the face land-
marks of the reference image Lo € R%¥*2 which are 2D or-
thogonal projection of L,,,. The landmark prediction process is
formulated as follows:

Dcontent = MLPt(Econtent) (7)
Dstyle = MLP; (Concat(Econtenta Estyle)) ®)
Lp = LO + Dcontent + Dstyle (9)

Loss function. For the landmark prediction, the goal is to
predict realistic face landmarks from audio. We define the loss
function Liandmark as the absolute value of the coordinate dif-
ference between the landmarks L, predicted from the audio and
the landmarks L., detected from the video which is considered
as the ground-truth. The loss function is formulated as follows:

ﬁlandmark = |L’U - Lp‘ (10)

3.4. Image-to-Image Translation

To synthesize the target face image with facial expression that
is consistent to the input audio, we adopt an image-to-image
translation method. We use a U-Net model which takes as input
the stack of the reference face image I € R3*W < with the
images of predicted face landmarks { M} € RT*3*WxH that
are constructed following previous work [16]. The output of the

U-Net model is a sequence of synthesized face images {I;} €
RT X3XW x H .
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Loss function. For image-to-image translation, our goal is
to generate the image close to the ground truth image. Thus,
the loss function is formulated as the difference of pixel values
between the synthesized image and the ground truth image.

[fima,ge = |Is - Itl (11)

4. Experiment
4.1. Dataset

We train and evaluate our method on two public datasets:

VoxCeleb2 Dataset [5]. The dataset contains over 1 mil-
lion utterances for 6112 celebrities, extracted from videos up-
loaded to YouTube. In this dataset, each speaker is recorded in
multiple videos of different scenes.

LRW Dataset [6]. The dataset consists of up to 1000 utter-
ances of 500 different words, spoken by hundreds of speakers.
People in each video only speak one word.

4.2. Implementation Details

Network architecture. The network architectures of MLPs and
LSTM are shown in Table 1. We use the LeakyReLU activation
function and batch-normal after the hidden layers of each MLP.
For the LSTM, we also use a dropout of 0.2.

Table 1: Dimensions of each layer in MLP and LSTM.

Network | Layer dimension
MLP, (80, 256, 161)
MLP; (80, 256, 128, 128)
MLP. | (80,256,128, 128)
MLP, (256, 512, 256, 136)
MLP, (256, 512, 256, 136)
LSTM | (161,256,256, 256)

Training procedure. The proposed model is trained in
three steps:



Step-1: We first train the content encoder part (M LPF,,
LSTM and M LP;) with Ligndmark-

Step-2: We then train the style encoder part (M LP.,
M LP;, self-attention encoder and M LPs) with Lemotion +
[:identity + Elandmark~

Step-3: We finally train the image-to-image translation part
with »Cimage .

We use PyTorch [29] for implementation. We use Adam
optimizer [30] during training and set the learning rate to le-5
and with weight decay of le-5. The full model is trained on a
Nvidia 3090 GPU for nearly 60 hours.

4.3. Quantitative Evaluation

Compared methods. To demonstrate the effectiveness of our
method, we compare with state-of-the-art methods including
MakeitTalk [3] and PC-AVS [2]. To verify the role of style
encoder and the contrastive loss function, we also conduct an
ablation study by comparing with two baselines of our method.
One baseline is the removal of the style encoder part, which
is named as “Ours (W/0 Dstyie)”. Another baseline named as
”0urs (W/o Lemotion)” is the removal of the contrastive loss
function, meaning that the style encoder is trained with the same
loss function as the content encoder.

Evaluation metric. We use landmark distance (LMD) and
emotion similarity (ES) as evaluation metrics. LMD is com-
puted as the average Euclidean distance between the predicted
landmarks and the ground-truth landmarks obtained by [31].
Through the metric of LMD, the accuracy of audio-driven land-
mark prediction can be measured. ES is computed as the cosine
similarity of facial expressions between the synthesized image
and the real image. The facial expression is represented as the
softmax probability estimated by a pretrained facial expression
recognition model [28]. The metric of ES can be used to mea-
sure the quality of audio-driven emotion estimation.

Table 2: Performance comparison of different methods. LMD
and ES are used as the evaluation metric.

Method VoxCeleb2 [5] LRW [6]
LMD, ESt LMD| ESt
MakeitTalk [3] 9.16 0.877 7.13 0.884
PC-AVS [2] 6.88 0.879 3.93 -
Ours (W/0 Dyyie) 4.78 0.891 4.42 0.895
Ours (W/0 Lemotion) 4.59 0.903 4.06 0.900
Ours (full) 4.15 0.919 - -

Results. The results are shown in Table 2. It can been
seen that our method achieves best performance for both metrics
of LMD and ES on the VoxCeleb2 dataset. Since the LRW
dataset doesn’t provide the speech videos of the same person
in different scenes, our model cannot be fully trained with the
proposed contrastive loss. Still our method can achieve nearly
state-of-the-art performance with LMD of 4.06. The superior
performance with the metric of ES on both datasets supports
our proposal of the proposed style encoder.

As for the ablation study, Our full model significantly out-
performs our baseline without Lemotion, demonstrating the ef-
fectiveness of the contrastive learning for style encoder. Com-
paring the two baselines, it can be seen that although the use
of style encoder improves the performance, its advantage is not
fully exploited without the contrastive learning.
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Figure 2: Qualitative results of face animation for the

same driven audio conditioned on different emotion states
(Eemotion). Below is the distance between the lower lip and
the upper lip for the face animation.

4.4. Qualitative Evaluation

To investigate the emotion space learned through our method,
we conduct two qualitative experiments. We firstly use the
trained model to obtain the emotion embeddings of all train-
ing videos. Then we carry out principal component analysis on
these emotion embeddings and use the first principal component
to sample different emotion embeddings. Three videos are syn-
thesized with the same audio and are shown in the upper part of
Figure 2, of which the second and the third are synthesized by
adding the extracted emotion embeddings with increasing value
along the first principal component. We observe that the facial
expression of the three videos changes smoothly from solemn
to excited emotion, with gradually exaggerated lip motion.

We also visualize the curve of the distance between the up-
per and lower lips for the three sampled videos. It can be seen
from the bottom of Figure 2 that while different curves show
similar trend of variation, the lip distance varies significantly
among different videos. The results indicate that our method
can learn from audio diversified talking styles while maintain-
ing the consistency between audio and facial expression.

5. Conclusion

In this paper, we propose a method that enables emotion-aware
audio-driven face animation. We propose a model to explicitly
disentangle talking style from speech content with a contrastive
learning strategy. Experiments on two public datasets show that
our method not only can synthesize realistic facial expression,
but also enables synthesis of diversified facial expression with
learned emotion space. Remaining issues of our method are
that our method can only synthesize 2D facial expression, and
the quality of synthesized images is limited by the quality of
the reference image and the change of head positions. In future
work, we would try to use 3D parametric face model to model
the mapping between audio and 3D facial expression, and to
further improve the quality of the synthesized image.
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