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Abstract
Contact centers sit on multitude of conversational data that con-
tains helpful information which can assist businesses to deliver
better outcomes like improving customer experience. However,
finding such information manually is hard. Towards this end,
we propose CauSE, a causal search engine for understanding
contact center conversations that assist in finding relevant an-
swers to a question. Using topic modelling, the engine identi-
fies themes within conversational contexts to help reason for the
given question. To address the challenge of multiple topics in a
single context, we divide the context into Elementary Discourse
Units (EDUs) and perform topic modelling on EDUs to better
identify coherent themes as topics. Subsequently, we employ a
novel contrastive ranking algorithm to surface meaningful top-
ics, and LLM-prompting to obtain descriptions for the topics.
Our evaluations of the resultant topics and proof of value exer-
cises demonstrate the strength of the proposed engine.
Index Terms: conversational language, contact centre, topic
modelling, topic ranking, mining transcripts, topic description,
search engine

1. Introduction
Organizations manage customer interactions across various
channels, such as phone calls, chats, and emails, via contact
centers. Contact centers possess a multitude of data in the
form of conversational transcripts, which encapsulate valuable
insights into the behaviour of customers and agents during inter-
actions. Such information can help contact centers deliver better
business outcomes, such as increased sales and customer satis-
faction. Moreover, it can also enable contact centers to identify
flaws in their internal processes. Such varied business goals
require probing possible reasons for different questions, such
as why customers are unsatisfied, why customers want to esca-
late to a manager, and why sales are not happening in certain
conversations. Here, the challenge lies in the fact that parsing
through data at such a scale and identifying relevant instances
of the conversations for each business-driven question demands
extensive manual effort and is costly.

Motivated by this, we propose CauSE, a search engine for
understanding contact center conversations. The engine analy-
ses multiple conversational contexts together. A conversational
context is a localized region within a conversation of interest.
For example, to understand the cause of customer escalations, a
conversational context would encompass the section of the con-
versation where the escalation took place. Such conversational
contexts are obtained via key phrases, called a query, provided
as input to the engine.

1Equal contribution

Broadly, our search engine attempts to identify themes
within conversational contexts that can help reason for the ques-
tion at hand. We tackle the challenge of identifying themes us-
ing topic modelling via clustering document embeddings. How-
ever, multiple themes may exist in a single conversational con-
text, leading to small or non-coherent clusters. For instance, in
the snippet “my name is Brenda, registered phone number is
******, I am calling in to cancel the subscription”, a customer
is calling in, verifying their phone number, and asking for a can-
cellation. To address this, we divide the context into Elemen-
tary Discourse Units (EDUs), which are atomic semantic units
within discourses. Each EDU often consists of a single theme,
allowing us to assume the overall semantics of a discourse when
considering all its EDUs together. Moreover, clustering EDUs
reduces the perturbations in document embeddings by reducing
the expected number of ASR (speech transcription) errors per
document. So, we apply topic modelling on EDUs of conversa-
tional contexts to better identify coherent themes as topics.

When clustering EDUs, we see an explosion in the number
of clusters obtained, making them difficult to consume for a hu-
man. Most of the clusters obtained contain uneventful parts of
the conversations. Thus, it becomes important to identify rele-
vant/important clusters for the given business use case. For this,
we attempt to solve the problem of topic ranking that aims to
recommend relevant topics. This is challenging since there is
no direct way of inferring relevant topics for the questions at
hand. Therefore, we develop an innovative ranking algorithm
that attempts to identify relevant clusters obtained from conver-
sational contexts of interest by contrasting them with clusters
obtained from contexts that are not of interest. Finally, we em-
ploy a fine-tuned LLM to generate descriptions for the topics.

We provide details and empirical results of our approach in
the following sections.

2. System Overview
As shown in Figure 1, the search engine comprises three mod-
ules described in detail in this section.

2.1. Discourse Segmentation

The input query fetches conversational contexts of interest that
contain about 300 tokens on average per context. Since these
are parts of a conversation, each context often consists of mul-
tiple themes under discussion. However, we observe that clus-
tering these conversational contexts result in either small or in-
coherent clusters. To obtain coherent themes as topics, we em-
ploy a neural segmentation model [1] to divide the longer text
into smaller elementary discourse units (EDUs). On average,
the segmentation module produces 50 EDUs for each call sec-
tion. Subsequently, these EDUs are independently passed into
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Figure 1: Architecture Diagram of CauSE

the topic model system. We manually validate that when EDUs
are clustered, the topics obtained are more coherent and diverse.

2.2. Topic Modeling

We utilize BERTopic [2] to cluster EDUs. EDUs identified as
outliers are discarded since they often contain EDUs with infre-
quent themes (including those with ASR errors). We represent
each topic cluster with the 15 most diverse EDUs from within
the cluster using Maximal Marginal Relevance (MMR) [3]. The
topics obtained from the relevant contexts are called base top-
ics (B). For our topic ranking algorithm (presented in Section
2.3), we also apply the same methodology on irrelevant con-
versational contexts and call the topics obtained to be reference
topics (R).

2.3. Contrastive Topic Ranking and Topic Descriptions

We see an explosion of number of topics (> 100) when clus-
tering EDUs which are difficult for a human to consume. Fur-
thermore, a substantial number of topics that appeared at the
top of the BERTopic output list comprised mundane or unre-
lated sections of conversations, such as customer detail verifi-
cation or agent greetings. This is expected since conversations
are typically long and mostly consist of common conversational
exchanges. Thus, it is important to surface the most relevant
topics given the context. Towards this end, we compare each
topic in base topics (B) to identify if similar topics exist in ref-
erence topics (R) (refer to Section 2.2). We then assign a score
to each topic in B based on how contrasting it is from topics in
R. Based on this score, we assign ranks to each topic in B. We
experimentally validate the merit of this approach and see that it
improves the ranking of query-specific topics, pushing the more
generic topics to the bottom. This ranking methodology ensures
that topics in B that are semantically distinct from topics in R
are ranked higher.

Finally, we prompt a fine-tuned LLM model based on
Cerebras-GPT [4] to generate descriptions for each topic by us-
ing its representational EDUs.

3. Experimental Results and Conclusion
In this section, we present empirical evidence to demonstrate
the strength of our search engine, CauSE. We show the quan-
titative performance of our ranking algorithm and the top five
“important” reasons for a business use case.

To evaluate the performance of the contrastive ranking al-
gorithm, we let five annotators mark the importance of topics
obtained for two different use cases (data sets) on a scale of 1 to

3. The Fleiss Kappa score for these annotations was more than
6.5, indicating a good annotation agreement. We combine these
annotations to assign each topic a final label of importance. The
evaluation of the contrastive ranking algorithm shows that it
surfaces at least 231% more relevant topics in the top 20 rec-
ommended topics than when each topic was equally likely to be
in the top 20. Moreover, it surfaces from 100% to 450% more
relevant topics than the default BERTopic ranks.

Table 1 displays the top five most relevant reasons obtained
by the search engine for why customers want to escalate to man-
agers. These reasons are very relevant and present actual con-
cerns raised by customers for escalations.

To conclude, CauSE facilitates answering questions by
identifying relevant topics for a given query. Our proof of value
exercises with our customers and empirical results demonstrate
the strength of this engine towards obtaining possible reasons
for a question by understanding contact-centre conversations.

Table 1: Top five relevant reasons for customer escalation for
one of our clients.

Topic Descriptions

It seems that the customers are expressing concerns and frustration about emails, such as not receiving them,
needing them urgently, and requesting assistance in sending or receiving them.

It appears that the customers are complaining about being charged multiple times for the same thing, or being
charged for things that they shouldn’t be charged for.

The customers seem to be discussing issues related to their card information, such as providing or confirming
the correct card number, billing, and usage. Some customers express concerns about the security of their card
information or previous issues they have experienced.

The customers appear to be expressing frustration and dissatisfaction with the customer service they have received.

The customers seem to be discussing issues related to owing money, such as disputing the amount owed or claiming
to have paid their balance in full. Some customers are also suggesting that the company owes them money or that
there has been an error in the billing.
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