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Abstract

Recent advances in unsupervised speech representation learning
discover new approaches and provide new state-of-the-art for
diverse types of speech processing tasks. This paper extends the
investigation of using wav2vec 2.0 deep speech representations
for the speaker recognition task. It focuses on the robustness
issues in different domains and considers the effectiveness of
wav2vec not only on telephone and microphone speaker verifi-
cation protocols but also for cross-channel task. It is concluded
that powerful transformer-based speaker recognition systems
can be well-generalized across variable conditions. In this study
speaker recognition systems were analyzed on a wide range of
well-known verification protocols. According to the results ob-
tained in this paper we recommend to use data augmentation for
fine-tuning of wav2vec based systems.

Index Terms: speaker recognition, ResNet, ECAPA-TDNN,
wav2vec 2.0

1. Introduction

Today’s state-of-the-art [1, 2, 3, 4] speaker recognition (SR)
systems are based on very deep convolutional neural networks
(ResNets, ECAPA-TDNN ) taking log Mel Filter Bank features
as input and that are trained on large datasets using additive
angular margin loss functions and different optimization strate-
gies. The simple cosine or PLDA scorings are usually used as
extractor back-ends.

Recent advances in unsupervised speech representation
learning [5, 6, 7, 8, 9, 10] discover new approaches and provide
new state-of-the-art models for diverse types of speech process-
ing tasks including speaker recognition. The key goal of such
models is speech prediction modeling [5] or speech denoising
modeling [8] which can be done in an unsupervised manner. For
example, papers [8, 10] report strong results for speech recog-
nition, speaker recognition, speech separation, and speaker di-
arization tasks. It should be noted that an important aspect of
such models is the utilization of a powerful transformer struc-
ture [7] as the backbone model which takes raw speech signals
as input and incorporates a multi-head attention mechanism on
the deep layers.

The authors of [11, 12] share good results of their attempts
to fine-tune wav2vec 2.0 model for VoxCeleb [13, 14] speaker
recognition sets. Inspired by the success of wav2vec 2.0 in
speech recognition tasks [6, 7] in our recent [15] and current
works we extended the study of wav2vec 2.0 model fine-tuning
for speaker recognition tasks. This paper aimed to investigate
the features of these models under the varying acoustic condi-
tions across different domains. For this purpose we used large
multi-lingual wav2vec 2.0 models provided by Facebook [16] in

the fairseq repository as a starting point of our fine-tuning. And
the experiments were conducted on a wide range of well-known
benchmarks with telephone, microphone and cross-channel ver-
ification protocols. These experiments allow to consider large
transformer based models in the sense of its robustness.

Taking into account our previous investigations of wav2vec
systems [?] during the participation in the NIST SRE 2020-
2021 CTS challenges [17], we used TDNN and statistic pool-
ing layers based back-end in the wav2vec 2.0 based speaker
recognition encoder network. In this paper we additionally ex-
plored the questions of optimal transformers layer selection and
usefulness of audio augmentation during model fine-tuning for
speaker recognition.

In addition, following our experience described in [15] we
performed speaker verification for considered systems using the
cl-embeddings and adaptive score normalization.

2. Speaker recognition systems

The conventional deep neural network based solution for ex-
tracting utterance-level speaker embeddings consists of three
blocks: an encoder network for extracting frame-level represen-
tations from the acoustic features, pooling layer that converts
variable-length frame-level features into one fixed-dimensional
vector and a feed forward classification network that processes
the pooling vector to produce speaker class posterior.

The role of the encoder network can be taken by a neu-
ral network of any type. We aimed to explore state-of-the-
art architectures in speaker recognition and related fields for
this purpose: we considered ResNet and TDNN [18] based ar-
chitectures (Section 2.1) as our baseline systems. They have
already shown impressive performance in the speaker verifi-
cation domain. Alternative transformer-based approaches like
wav2vec 2.0 model fine-tuning are described in Section 2.2.

Several papers confirm [2, 3, 18] the effectiveness of the
training scheme where neural networks that are first trained on
short utterances are then fine-tuned using longer utterances. We
followed this approach during this study and first trained extrac-
tors on 4-6 sec speech chunks and then fine-tuned on 12-18 sec
segments.

According to our experience considered deep speaker em-
bedding extractors contain huge amounts of trainable param-
eters and are capable enough to solve the speaker recognition
task without complex back-end or preprocessing steps. It can
be trained to perform all necessary calculations by itself, given
sufficient amounts of diverse training data. Following this intu-
ition during our experiments we were mainly focused on train-
ing powerful deep speaker embedding extractors and didn’t pay
much attention to its front-end and back-end.

Uhttps://github.com/pytorch/fairseq/tree/main/examples/wav2vec
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For training and tuning processes of all our extractors the
additive angular margin softmax (AAM-Softmax) based loss
was used with parameters m and s set to 0.35 and 32 respec-
tively. We used the one cycle learning rate policy [19] in all our
experiments.

2.1. Baseline systems
2.1.1. Front-End processing

In this research Log Mel Filter Bank features (MFB) were used
as low-level features for the baseline systems. 8kHz features
were extracted from raw audio signal with 25ms frame-length
and 10 ms overlap. The frequency coverage was from 20 Hz to
3700 Hz with the number of mel bins 64.

Mean Normalization (MN) over a 3-second sliding window
was applied after the features were extracted. U-net-based VAD
[3] was used to filter out non-speech frames.

2.1.2. ResNetl01 encoder network

Proposed in 2015 for computer vision task, ResNet [20] is
now one of the most popular architectures. By introducing the
shortcut connections to the CNN, the ResNet model is able to
build very deep neural networks and achieve remarkable per-
formance in speaker recognition under challenging conditions
[1, 21]. This network uses 2-dimensional features as input and
processes them using 2-dimensional convolution in both the
time and frequency domains. We used ResNet101 as a base-
line model.

2.1.3. ECAPA-TDNN encoder network

Enhanced TDNN architecture with emphasized channel atten-
tion, propagation and aggregation, proposed in [22], is a modifi-
cation of the standard time delay neural network (TDNN) archi-
tecture, containing squeeze-excitation (SE) blocks and Res2Net
modules in the frame level with hierarchical filters for the ex-
traction of features of different scales. To process signals of
arbitrary duration, the architecture uses attentive statistic pool-
ing instead of the conventional statistic pooling.

We used ECAPA-TDNN as our second baseline extrac-
tor. In our implementation adaptive statistic pooling and 4 SE-
Res2Net Blocks with dilation values 2, 3, 4, 5 were used.

2.14. Scoring

We used cosine similarity to distinguish cl-embeddings ex-
tracted from the last classification linear layer [15]. Addition-
ally, adaptive score normalization technique (adaptive s-norm)
from and channel normalization postprocessing were used.

2.2. Wav2vec 2.0 based system
2.2.1. Front-End processing

Raw 16 kHz audio signal was used for our wav2vec 2.0 based
extractors. Similarly to 2.1 systems U-net-based VAD [3] was
used to filter out non-speech frames.

2.2.2. Wav2vec-TDNN encoder network

Wav2vec 2.0 model is a powerful transformer-based model de-
veloped for ASR tasks. It takes raw speech signals as input
and incorporates a multi-head attention mechanism on the deep
layers. The key aspect of training such a model is Contrastive
Predicting Coding [5] self-supervised pretraining scheme. It
was shown in [7] that wav2vec 2.0 model pretrained on large
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Figure 1: Wav2vec 2.0 based speaker embeddings extractor

amounts of diverse and unlabelled data can be successfully fine-
tuned to specific low resource ASR tasks.

As an effective wav2vec 2.0 back-end we applied two
TDNN layers (the 1st with ReLLU activation), statistic pool-
ing layer to pool time series to a single vector, maxout lin-
ear layer [3, 23] to obtain speaker embedding, linear classifi-
cation layer to obtain speaker cl-embedding, as presented in
Figure 1. We named such a model wav2vec-TDNN. We used
AAM-Softmax activation at the classification level to fine-tune
the extractor. In principle, one can pass the output of the
wav2vec 2.0 directly to the statistics pooling layer [11]. How-
ever, we found out that we can achieve better results if we first
pass them through the sequence of TDNN layers. The role of
TDNN layers is to prefilter speaker-specific information and to
“prepare” wav2vec 2.0 output time series for statistical pooling.
The TDNN blocks utilize context 1 of the input features and
have 2048-dimensional outputs. The obtained final speaker em-
bedding size was 512 and the final size of the cl-embedding cor-
responds to the number of training classes. One additional point
of interest is that wav2vec part of the extractor could be frozen
while tuning for the downstream speaker recognition task. We
observed that in this scenario the results can also be very im-
pressive, but fine-tuning the whole extractor provides additional
performance gains for the speaker recognition system.

Considered wav2vec-TDNN models were based on
wav2vec 2.0 large. Large multi-lingual wav2vec 2.0 mod-
els like XLSR_53' and XLS-R_IB* provided by Facebook
[16, 24] were used as starting points for the fine-tuning.
We named the corresponding speaker embedding extractors
as wav2vec-TDNN(XLSR_53) and wav2vec-TDNN(XLS-R_IB)
respectively.

Scoring was similar to baseline systems (Section 2.1).

Thttps://github.com/pytorch/fairseq/tree/main/examples/wav2vec
Zhttps://github.com/pytorch/fairseq/tree/main/examples/wav2vec/xlsr



3. Experimental setup
3.1. Train datasets

A wide variety of different datasets containing telephone and
microphone data from proprietary datasets and from those avail-
able online were used to train the SR systems:

Switchboard2 Phases 1, 2 and 3;

Switchboard Cellular;

Mixer 6 Speech;

NIST SREs 2004-2010;

NIST SRE 2018 (eval set);

concatenated VoxCeleb (VC) 1 and 2;

RusTelecom v2;

RusIVR corpus.

RusTelecom v2 is an extended version of a private Russian cor-
pus of telephone speech, collected by call centers in Russia.
RusIVR is a private Russian corpus with telephone and media
data, collected in various scenarios and recorded using different
types of devices (telephone, headset, far-field microphone, etc).
In total, this training set contains 532,541 records from 33,466
speakers.

3.1.1. Augmentations

For the baseline systems, we utilized standard Kaldi augmen-
tation recipe (reverberation, babble, music and noise) with
freely available MUSAN and simulated Room Impulse Re-
sponse (RIR) datasets.

In the case of wav2vec 2.0 based system tuning online aug-
mentation scheme was used for raw audio samples with the fol-
lowing settings:

* MUSAN additive noise with p = 0.25;

¢ RIR convolution with p = 0.25;

* Frequency masking with p = 0.25;

* Time masking with p = 0.25;

* Clipping distortion with p = 0.25.

Here p is a probability of applying augmentation type for the
sample in the training batch. All considered augmentations
were applied in sequence.

3.2. S-norm settings

The s-norm cohort for score normalization consisted of the fol-
lowing sets: NIST SRE’18 unlabeled [25], NIST SRE’16 de-
velopment and unlabeled sets [26], IARPA Babel datasets [27].
We used top 200 scores to compute s-norm statistics.

3.3. Evaluation data and metrics

The following sets were used for the evaluation, data has been
resampled at 16 kHz:

* Microphone sets: VoxCelebl-O (VC1-O) cleaned test
set [13], VOiCES development set [28];

* Telephone sets: NIST SRE 2018 development set [25], NIST
SRE 2016 evaluation set [26], NIST SRE 2019 evaluation
set [29], NIST 2020 CTS progress [17];

* Cross channel set: SRE 2021 challenges sets [4].

We evaluate SR systems performance in terms of Equal Error

Rates (EER) and minimum detection cost functions (minDCF)

with Pi, = 0.01 and P, = 0.05 [29].

4. Results and discussion

Tables 2 and 3 demonstrate the results of our preliminary ex-
periments of wav2vec-TDNN(XLSR_53)-based systems using
clean and augmented versions of VC1 train set. The results
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were obtained for microphone VC1-O (cleaned) and telephone
SRE’18 dev evaluation protocols. The performance of the sys-
tem depending on wav2vec 2.0 transformer layer selection is
shown on the Tables. It can be seen from the results of Table 3
that there is no need to use the entire deep wav2vec 2.0 encoder
architecture with 24 layers for such SR task. The 6™ encoder
layer provides speaker recognition results comparable to other
deeper transformer encoder layers. Thus in our further experi-
ments with wav2vec-TDNN(XLSR_53)-based systems we used
6™ layer transformer encoder network before TDNN block. For
the wav2vec-TDNN based on XLS-R_1B architecture, 12" layer
was chosen as optimal. The online augmentations did not help
to improve SR systems performance in the case of a small VC1
tuning set and 20 epochs tuning procedure. We guess the rea-
son for that is a lack of clean in-domain data which the network
“has seen” during the training in this scenario.

Table 4 reveals the positive effect of using augmentation
procedure during wav2vec-TDNN(XLSR_53) extractor fine-
tuning for SR. One can see that data augmentation improves
system robustness in telephone domain when only microphone
data (VC1 and VC2) is used for training. Moreover, Tables 2,
3 and 4 show impressive and state-of-the-art results of the sys-
tems fine-tuned on relatively small sets VC1 (1211 speakers)
and VC1+VC2 (7205 speakers).

For comparison of baseline and new wav2vec 2.0 based
deep speaker embedding extractors performance on different
evaluation protocols see Table 1. These results show the robust-
ness of new encoders to different acoustic conditions in com-
parison to considered baseline systems. Our best and largest
wav2vec-TDNN(XLS-R_1B) model demonstrates strong stabil-
ity across microphone and telephone evaluation data achieving
EER = 0.69% on VC1-O (cleaned) and EER = 1.71% on
SRE’19 eval protocols. One should note that there is a differ-
ence in baseline and wav2vec 2.0 models complexity in terms
of the number of trainable parameters. According to our results
increasing the model complexity for ResNet or ECAPA-TDNN
did not lead to better robustness to different domains. We also
tried to add SpecAugment for baseline systems training but did
not observe any performance improvements.

Another thing we should note is that our attempts to train
wav2vec-TDNN SR systems from scratch were unsuccessful.
Thus we conclude that an unsupervised autoregressive pretrain-
ing scheme (for example with Contrastive Predictive Coding
loss) efficiently utilizes the power of unlabeled data and opens
the door to powerful transformer-based speaker embedding ex-
tractors.

5. Conclusions

Large transformer-based speaker embedding extractors can be
developed with the help of unsupervised speech representation
learning schemes. Our experiments for wav2vec 2.0 on a wide
range of verification protocols reveal that such models are pow-
erful and robust across different acoustic conditions including
cross-channel. Presented wav2vec-TDNN models fine-tuned on
diverse training sets with augmentations demonstrate good ro-
bustness and generalization across different acoustic domains.

It was shown that fine-tuning of wav2vec-TDNN architec-
tures for specific domains can be done on relatively small sets
of data. Using data augmentation during fine-tuning provides
additional performance gains in speaker verification.



Table 1: Speaker recognition evaluations on different test protocols for baseline systems and proposed wav2vec 2.0 based systems in

terms of EER[%] / minDCF(0.05)

System #Params, M s s N Test datasets . s 3 s 4
SRE’18dev  SRE’l16eval SRE’19eval VCI1-O (cleaned) VOICES dev  CTS’20 progress SRE’21 eval
Baseline encoders
ResNet101 275 328/0.118  5.01/0237  2.39/0.134 1.78/0.105 181/0.110 2.75/0.097 541/0.344
ECAPA-TDNN 29 41400152 8.59/0337  2.97/0.165 1.87/0.123 2.02/0.123 2.91/0.109 6.26/0.398
. E‘éiigzt%w 56.5 3170114 48700221  2.12/0/122 1.35/0.086 1.31/0.081 2.71/0.085 4.74/0.299
New encoders
Wa(v)fzesﬁg?N 98 3.07/0.137  4.18/0.206  2.34/0.142 0.82/0.052 0.99/0.06 2.25/0.080 4.43/0.283
W‘(’§(2LV§_C£PB1\)IN 265 2.94/0.083  3.13/0.161  1.71/0.097 0.69/0.040 1.02/0.057 3.61/0.080 3.59/0.281

Table 2: Results of speaker verification on VC1-0O (cleaned) and
SRE’18 dev sets in dependence of wav2vec 2.0 encoder output
layer selection for wav2vec-TDNN(XLSR_53)*

Layer  Train set VC1-0 (cleaned) SRE’18 dev
EER DCF(0.01) EER DCF(0.01)

3 2.54 0.29 13.58 0.62

6 1.82 0.22 10.19 0.51

9 Vel 1.76 0.197 10.5 0.48

12 1.71 0.21 10.58 0.52

18 1.61 0.17 9.97 0.44
24 na’ na na na

Table 3: Results of speaker verification on VCI-O (cleaned)
test and SRE’ 18 dev sets in dependence of wav2vec 2.0 encoder
output layer selection for wav2vec-TDNN(XLSR_53)*

Layer  Train set VC1-0O (cleaned) SRE’18 dev
EER DCF0.01) EER DCF(0.01)
3 347 0.327 12.22 0.55
6 2.37 0.227 9.78 0.45
9 VCl1 2.23 0.267 10.88 0.48
12 + augs 2.38 0.321 10.34 0.45
18 2.21 0.243 11.06 0.54
24 16.62 0.99 30 1

Table 4: Results of speaker verification on VCI-0O (cleaned) test
and SRE’18 development sets for wav2vec-TDNN(XLSR_53)*

Train set VC1-0 (cleaned) SRE’18 dev
EER DCF(0.01) EER DCF(0.01)

VCI+VC2 0.86 0.082 9.07 0.47

VC1+VC2 + augs  0.84 0.058 7.5 0.38
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