HyperConformer: Multi-head HyperMixer for Efficient Speech Recognition

Florian Mai ⋆,†, Juan Zuluaga-Gomez ⋆,†,§, Titouan Parcollet †, Petr Motlicek †,§

†Idiap Research Institute, Martigny, Switzerland
‡LIDIAP, Ecole Polytechnique Federale de Lausanne (EPFL), Switzerland
¶University of Cambridge, United Kingdom
§Faculty of Information Technology, Brno University of Technology, Czech Republic

florian.mai@idiap.ch

Abstract

State-of-the-art ASR systems have achieved promising results by modeling local and global interactions separately. While the former can be computed efficiently, global interactions are usually modeled via attention mechanisms, which are expensive for long input sequences. Here, we address this by extending HyperMixer, an efficient alternative to attention exhibiting linear complexity, to the Conformer architecture for speech recognition, leading to HyperConformer. In particular, multi-head HyperConformer achieves comparable or higher recognition performance while being more efficient than Conformer in terms of inference speed, memory, parameter count, and available training data. HyperConformer achieves a word error rate of 2.9% on LibriSpeech test-clean with less than 8M neural parameters and a peak memory during training of 5.7GB, hence trainable with accessible hardware. Encoder speed is between 38% on mid-length speech and 56% on long speech faster than an equivalent Conformer.1
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1. Introduction

Automatic Speech Recognition (ASR) technologies have greatly benefited from deep learning, reaching unprecedented levels of accuracy and pushing successful products to real-life use cases. Various architectures of ASR systems co-exist and deliver superlative performance depending on the task or domain of interest [1]. A prevalent family of ASR systems uses self-attention and Transformer neural networks to consume the input speech sequence and build powerful representations both at the acoustic and linguistic levels [2]. Indeed, the ability of Multi-Head Self-Attention (MHSA) [3] to capture long-term dependencies via its sequence-long receptive field helped Transformer ASR architectures to outperform the previous state-of-the-art mostly composed with recurrent neural networks [2]. Nevertheless, ASR not only requires capturing global interactions describing the semantic and linguistic characteristics of the speech utterance but also modeling properly the local interactions that form the speech signal.

Conformer neural networks [4] have been introduced to specifically address this issue. They combine Transformer and Convolutional Neural Network (CNN) blocks to capture the global and local dependencies respectively, leading to improved Word Error Rate (WER). Most prominently, variations of the Conformer, named Branchformer [5] and E-Branchformer [6] reached the lowest WER on the widely-adopted LibriSpeech dataset [7] while being trained from scratch without external data. Following the local and global dependencies’ assumption, Branchformer architecture physically create two branches per block (a dual path) in the architecture to capture independently and with adapted mechanisms (i.e., MHSA and CNN) both levels of dependencies. The latter branches are then merged and passed to the next architecture block. Such approaches are agnostic to the type of ASR decoding or processing, e.g., Transducers [8], CTC only [9], or CTC and attention [10]. However, they suffer from a major and well-documented efficiency issue as MHSA exhibits a quadratic complexity and memory time-dependency [11]. For instance, the MHSA block is among the most computationally demanding elements of any Transformer model. This is especially true for speech processing as input sequences are often long by nature e.g., longer than 30 seconds for a few LibriSpeech utterances [12, 13]. In addition, large-scale and Transformer-based Self-Supervised Learning (SSL) models for speech recognition are commonly trained with sentences voluntarily cropped at 20 to 25 seconds. The latter transformation is necessary to enable training with top-tier GPU e.g., Tesla V100 or A100 [14], also making it potentially intractable to train on more accessible compute infrastructures. This article focuses on retaining MHSA’s global interactions capabili-
ties beneficial to ASR while lowering significantly its computational and memory cost.

How to efficiently compute interactions between tokens in Transformer-like architectures is an active area of research [15]. Most works try to decrease the cost of attention directly, e.g., through a low-rank approximation [16], linearization [17], or the introduction of sparse attention patterns [18]. However, token mixing can also be achieved from outside the framework of attention, opening up considerably novel opportunities for improvement. MLP-Mixer [19] was the first to learn a fixed-size MLP for modeling global interactions, with many to follow in the vision domain [20, 21, 22]. However, the fixed size hinders their adoption for domains with variable length signals. Existing approaches for speech have strong locality biases [23, 24] and still rely on small attention modules for the best performance [24]. Recently, [11] proposed HyperMixer for text processing, which achieved competitive performance to attention at a substantially lower cost in terms of computation and data. Intuitively, HyperMixer constructs the token-mixing MLP of MLP-Mixer dynamically as a function of the data, hence being amenable to variable length inputs.

This article introduces HyperConformer, a novel and simple-to-implement alternative to MHSA. It benefits from the linear time and memory complexity of HyperMixer while capturing both global and local dependencies from the speech signal necessary for ASR. The contributions are threefold. First, we formally describe HyperConformer and its main components (§2). Then, we introduce multi-head token mixing to HyperMixer and HyperConformer to further improve the efficiency of both models. Finally, we open-source a training and evaluation toolkit [25]. Experiments are conducted in a relatively resource-constrained scenario with limited VRAM and neural parameters budgets to highlight the efficiency aspect of each evaluated model. Throughout the conducted ASR experiments on the LibriSpeech dataset (§3), HyperConformer consistently reduces the state-of-the-art Conformer baseline in terms of WER. In addition, HyperConformer shows between 37% and 56% reduction in processing time on mid-length and long speech, respectively. During training, it uses up to 30% less memory, hence being more efficient on devices with limited VRAM and neural parameters.

2. HyperConformer

Figure 1 illustrates the different blocks of the introduced HyperConformer. It consists of four parts: Two feature mixing layers (feed-forward networks) at the bottom and top of the layer, a module for modeling local interactions, specifically the Convolution module introduced in [4], and a global interaction module. In the following, we discuss the global interaction modules bringing token mixing to the model. Other components of HyperConformer are identical to the Conformer [4].

2.1. Capturing Global Interactions

Let \( X \in \mathbb{R}^{N \times d} \) represent \( N \) \( d \)-dimensional token vectors, also equivalent to a latent representation of speech coming from the previous layer on length \( N \). The global interaction module \( \text{GI}_k : \mathbb{R}^{N \times d} \rightarrow \mathbb{R}^{N \times d} \) is responsible for combining information from different tokens in such a way that every \( X'_{i,j} \) contains information from every \( X_{i,o} \). Such a behavior captures global interactions as it interconnects the different time steps of the given speech or latent sequence. This may be achieved, for instance, via multi-head attention or via HyperMixer.

2.2. Multi-Head Self-Attention

At the core, Multi-Head Self-Attention (MHSA) [3] relies on scaled dot-product attention:

\[
\text{Attention}(X) = \text{Softmax}(\frac{X X^T}{\sqrt{d}})X,
\]

which involves computing the dot product between every pair of input tokens, invoking memory and runtime complexity of \( O(N^2 \cdot d) \). The latter is responsible for the quadratic increase in memory and time consumption of standard Transformer architectures [11]. Further modeling capabilities are commonly obtained with the introduction of \( k \) parallel heads, allowing the model to attend to information from different representation subspaces, i.e., different views of the data:

\[
\text{MHSA}(X) = \text{Concat}(\text{head}_1, \ldots, \text{head}_d) W^O, \quad \text{head}_i = \text{Attention}(XW^i_Q, XW^i_K, XW^i_V),
\]

with \( W^O, W^i_Q, W^i_K, W^i_V \) learnable weight parameters.

2.3. HyperMixer

From a high-level perspective, HyperMixer achieves token mixing over variable length sequences by dynamically constructing a token mixing MLP through the use of hypernetworks [26]. The latter models specialize in generating neural network parameters, e.g., weights and biases. A token-mixing MLP is a multilayer perceptron \( \text{TM-MLP} : \mathbb{R}^{d \times N} \rightarrow \mathbb{R}^{d \times N} \) that combines information from different tokens for each feature independently, e.g., processing the Fbank coefficients of each time step of a sequence:

\[
\text{TM-MLP}(X)_{i,:} = \text{LayerNorm}(W_i(\sigma(W^2_{i,:} X^1_{i,:}))),
\]

where \( W_1, W_2 \in \mathbb{R}^{N \times d'} \) are weight matrices with the hidden layer size \( d' \). \( \sigma \) represents some non-linear activation function; we fix it to GELU [27] following [11]. Furthermore, we add layer normalization [28] for improved stability. Intuitively, the input layer \( W_1 \) decides to what degree each token’s information should be sent to the hidden layer of TM-MLP, and the output layer \( W_2 \) decides for each token what information to extract from the hidden layer.

Importantly, \( W_1, W_2 \) themselves are not learnable parameters, which would require the input to be of the same fixed size at all times. Instead, HyperMixer \( \text{HX}(X; d, d') \), parameterized through the embedding dimension \( d \) and the hidden layer size \( d' \), first dynamically generates \( W_1, W_2 \) from the inputs themselves with the two hypernetworks \( \text{MLP}^1, \text{MLP}^2 \):

\[
W_k(X) = \left( \begin{array}{c} \text{MLP}^k(X_{i,:} + p_{i,1}) \\ \vdots \\ \text{MLP}^k(X_{i,N} + p_{i,N}) \end{array} \right) \in \mathbb{R}^{N \times d'}, k = 1, 2.
\]

\( \text{MLP}^1, \text{MLP}^2 : \mathbb{R}^d \rightarrow \mathbb{R}^{d'} \) contain the learnable parameters of HyperMixer, and \( p_{i,j} \) are absolute position embeddings from standards Transformers [3]. After generating the weights, Equation 1 is applied. This determines the complexity of this model: \( O(N \cdot d' \cdot d') \), which is the same asymptotic runtime as the feature mixing layers. Hence, HyperMixer turns the quadratic memory and inference time complexities to a linear regime.
2.4. Multi-Head HyperMixer

Analogously to MHSA, we propose an extension of HyperMixer to multi-head HyperMixer (MHHM) and HyperConformer, by introducing multiple token mixing heads. To this end, we create \( k \) parallel HyperMixer\(^{l:(d/k),d'/k)} \), \( l \in 0..k-1 \), which each operates on \( (d/k) \)-dimensional feature subsets of \( X \), whose outputs are again concatenated:

\[
    \text{head} = \text{HyperMixer}^{l}(X,_{l,(d/k))})
    
    \text{MHHM}(X) = \text{Concat}(\text{head}_1, \ldots, \text{head}_k)
\]

As a result, and conversely to MHSA, the runtime complexity even further reduces to \( \mathcal{O}(k \cdot (N \cdot (d/k) \cdot (d'/k))) = \mathcal{O}(\frac{N \cdot d \cdot d'}{k}) \).

3. Experiments

This section details the experimental setup (3.1) used to evaluate HyperConformer against three baselines including the state-of-the-art Conformer. Models are compared both in terms of ASR performance (Section 3.2.1) and efficiency metrics (Section 3.2.2).

3.1. Experimental Setup

Our experiments aim at assessing the effectiveness and efficiency of HyperConformer in comparison to Conformer. Hence, we compare vanilla Transformer [3] and Conformer [4] models to HyperMixer and HyperConformer. In practice, we swap the global interaction module, i.e., attention, from regularMHA (which uses absolute position embeddings [3]) of Transformer and RelPosMHAXL (which uses relative position embeddings [29]) of Conformer to our multi-head HyperMixer implementation.

Datasets and Decoding. We validate HyperConformer, on the LibriSpeech dataset [7]. It is composed of \( \sim 960 \)h of transcribed speech in English. We perform ablations either training on the 100h set or the full, 900h set, and report results on the dev/test sets and clean/other partitions. Additionally, we use the text-only corpus for external language modeling (LM).\(^{2}\) The LM is a Transformer based [3] only-encoder model composed of 12 encoder layers, \( d_{fjn} = 3072 \) and \( d_{model} = 768 \), which accounts for 93.3M parameters. Word error rates are reported using beam search with and without LM shallow fusion.

Neutral Architectures. To gain a comprehensive understanding of performance and primary trade-offs, we ablate four different architectures in an encoder-decoder style: i) vanilla Transformer, ii) Conformer, iii) HyperMixer, and iv) HyperConformer. For the efficiency analysis only we also experiment with replacing RelPosMHAXL with regularMHA (Conformer-regular).

Models. All models use a 5K BPE sub-word unit [30] vocabulary. This remains consistent across all experiments and models. At the bottom of the encoder, we incorporated a front-end module consisting of a 2-layer CNN that receives 80-dim log Mel filterbank features. We use SpecAugment [31] during training with the default configuration in SpeechBrain. To correspond to accessible hardware as well as to emphasize low-compute resources performance, all models are conceived within a 25M parameter budget and trained with an 11GB memory constraint, corresponding to accessible GPU such as the Ti 80 family (or Ti 70 for the small version of HyperConformer).

\(^2\)Pre-trained LM from SpeechBrain available in: huggingface.co/speechbrain/ asr-conformersmall-transformerlm-libriSpeech.
beats Conformer by 0.17% absolute WER on test-other with LM for the medium-sized model. We explain this as follows: In HyperConformer, i) the convolution module helps to model the local interactions between tokens, and ii) global interactions can be modeled in and passed through the multi-head HyperMixer’s bottleneck effectively. Finally, we note that HyperConformer is amenable to scale, since moving from 7.9M → 21.7M, we obtain a 17.9% relative reduction in WER on test-other with LM, similar to Conformer.

3.2.2. Efficiency Analysis

In [11] is shown that HyperMixer has efficiency benefits regarding processing speed and training data size. Here, we investigate if these properties also transfer to the speech domain, particularly, HyperConformer on the ASR task.

**Peak memory consumption** The right hand side of Table 1 shows the peak memory consumption when training models of the same size on the same hardware. We observe that HyperConformer requires substantially less memory than Conformer (-30.6% with small size and -19.7% with medium size). The effect is stronger on small models than on large ones. Since larger models are wider (i.e., larger d and d‘), the feature mixing components as well as TM-MLP require considerably more compute in comparison to attention, whose complexity depends primarily on the sequence length, which remains the same between training scenarios.

**Resource consumption depending on sequence length** The main advantage of HyperMixer is its linear complexity compared to attention’s quadratic complexity. To investigate this property, we measure the peak memory and processing time of the encoder as a function of the length of the speech sample. To this end, we synthesize 1,000 sentences of 6, 12, 18, 24, and 30 seconds each by concatenating multiple signals from the LibriSpeech dataset. Figure 2a shows the resource consumption of all models. While HyperConformer and Conformer require similar processing time at short sequences, HyperConformer is considerably faster at mid-length (18s, small: 37.9%, mid: 15.2%) and long sequences (30s, small 56.1%, mid: 34.2%), demonstrating its better asymptotic complexity compared to Conformer. Note that Conformer with regularMHA is more efficient than RelPosMHAXL. However, this would lead to a performance loss [4], and HyperConformer is still substantially more efficient.

**Number of heads** An important technical novelties is the introduction of multi-head HyperMixer, which allows for multiple parallel views on the data analogous to multi-head attention, while at the same time reducing the model’s complexity. In preliminary experiments, we found that HyperConformer with \( k = 8 \) heads performs as well as with \( k = 1 \) head. At the same time, moving from a single head to 8 heads reduces the number of parameters in the model by 7.1% in the small model and 20.8% in the mid-size model. Moreover, as Figure 2b shows, the processing time is reduced substantially by up to 12.6% (small) and 19.9% (mid-size) on the longest sequences.

**Low-resource scenario** HyperMixer is reported to work better than MHSA in the low-resource scenario [11]. Here, we conduct an initial experiment to test whether HyperConformer inhibits the same characteristic. To this end, we compare HyperConformer to Conformer on the 100h LibriSpeech subset, which is 10 times smaller than the full dataset. All other training parameters remain the same. Table 2 shows the results. In this scenario, HyperConformer performs around 20% better than Conformer, suggesting better data efficiency.

<table>
<thead>
<tr>
<th>Head</th>
<th>Small size</th>
<th>Medium size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conformer</td>
<td>8.29</td>
<td>7.57</td>
</tr>
<tr>
<td>HyperConformer</td>
<td>6.76 (-18.5%)</td>
<td>5.80 (-23.4%)</td>
</tr>
</tbody>
</table>

4. Conclusion

HyperConformer is a new architecture for efficient ASR introduced in this work. It integrates the benefits of the Convolution module from Conformer, which models local interactions, and the hypernetwork-based architecture, HyperMixer, which models global interactions. We were able to attain comparable or lower WERs (2.28/5.42 in test clean/other) HyperConformer when compared to Conformer. In addition, this novel architecture is substantially faster on long sequences, while also requiring less GPU memory during training. We believe HyperConformer is a green alternative to previous established Transformer and Conformer based models for ASR.
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