Effects of spectral degradation on the cortical tracking of the speech envelope
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Abstract

During speech listening, recurring patterns of neural activity become temporally coupled to stimulus features, such as the speech envelope. This cortical tracking can be measured using electroencephalography (EEG). Quantifying speech–brain coupling (e.g., as a correlation coefficient) sheds light on the neural biological processes underlying perception and holds promise as an objective measure, particularly for clinical populations such as cochlear implant (CI) users. How spectral degradation associated with CI stimulation affects cortical tracking, however, remains unclear. In this EEG study, we simulate CI listening using vocoded speech with and without current spread, a realistic complication of CI stimulation. We find no effect of either vocoding or current spread on cortical tracking, despite differences in subjective reports of speech comprehension and implicit behavioural measures. We conclude that, when speech is intelligible, cortical tracking is robust to spectral degradation.
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1. Introduction

During continuous speech listening, patterns of neural activity within a listener’s brain become temporally coupled to features of the acoustic stimulus. This form of coupling, sometimes termed cortical tracking, can be detected using neuroimaging techniques with good temporal resolution (e.g., electroencephalography; EEG). Multivariate linear regression is one technique used to characterise this tracking. Within this framework, the neural response can be estimated as a linear convolution of a given stimulus–for instance, slow amplitude fluctuations in the speech signal conveyed by the temporal envelope [1]. When the stimulus is used to predict the EEG signal, this is known as an encoding model. Conversely, a model can be trained to reconstruct the stimulus from neural data, which is the decoding model. Whereas encoding models shed some light on the topography and latency of stimulus-evoked neural processing, decoding models are less amenable to interpretation; however, they do offer a simple and intuitive way to quantify how well cortical tracking has been captured using EEG [2]. Namely, a linear correlation coefficient can be derived between the reconstructed stimulus and ground truth, thereby providing a measure of model accuracy. This value can be taken forward as a dependent variable to compare within or across participants and experimental conditions.

Capitalising on these and similar methods, research into continuous listening has broadened our understanding of many fundamental topics in auditory cognitive neuroscience, such as the nature of selective auditory attention, language acquisition, and audiovisual speech perception. Cortical tracking also holds promise for clinical applications as a potential objective measure of audiological function. For instance, higher correlations between the speech envelope and EEG recorded from typically hearing listeners predict better comprehension of speech in stationary noise [3]. In older adults with varying degrees of hearing loss, a higher magnitude of cortical tracking was also found to be correlated with speech understanding, particularly for individuals with more severe hearing loss [4, 5]. The underlying neural processes driving these correlations are not fully understood: Enhanced cortical tracking to the speech envelope may indicate increased listening effort; more attention directed towards this component of the signal; or the recruitment of additional or distributed neural resources to compensate for degraded auditory input and signal distortions. Nonetheless, converging evidence suggests that cortical speech tracking could serve as an objective measure of speech information transmission, which could be used to personalise medical interventions and improve speech perception outcomes.

Cochlear implant (CI) users are one population that could benefit from such an objective measure. A CI is a hearing device that includes an array of electrodes implanted within the cochlea of someone with severe to profound hearing loss. These electrodes directly stimulate the auditory nerve, thereby replacing the function of damaged sensory hair cells, which would otherwise convert physical force from sound waves into electrical impulses. Although CI users often have good speech reception in quiet [6], background noise and compounding factors, such as reverberation, can pose a serious challenge to communication [7]. These difficulties partially arise from spectral degradation due to the limited number of spectral channels (12-24 electrodes) available, electrical current spreading within the cochlea fluid, and compromised function of neural receptors in the auditory nerve. Such factors effectively reduce the number of independent channels of information within the perceived speech signal and are detrimental to speech processing due to spectral and temporal degradation effects [8, 9, 10]. It remains an active area of research to improve spectral resolution with CIs [11], and successful interventions for some individuals may exacerbate the problem for others. Measurements of a CI user’s spectral resolution typically included behavioural sound discrimination [12, 13] and/or speech perception experiments [14, 15]. However, such measurements require a minimum level of performance, may vary with listening experience, often require acclimatization or training, and can be too time-consuming for clinical use. The ability to objectively quantify the degree to which an acoustic stimulus is neurally represented by CI users could, therefore, provide valuable insights for clinicians and practitioners.
help ensure that the device is optimally configured to each patient. Indeed, cortical tracking has been successfully measured in CI listeners and found to correlate with behavioural reports of speech intelligibility and to be capable of decoding selective auditory attention [16, 17, 18]. These are promising results, however, electrical stimulation generated by CIs interferes with EEG recordings and may confound the correlations obtained between neural responses and speech stimuli. Previous studies implemented measures to avoid this contamination, for example by inserting periodic gaps for EEG recording in the CI stimulation pattern, but strategies to deal with CI stimulation artefacts remain an active area of investigation [19]. Instead, tone or noise vocoders can be used to simulate CI speech perception in typically-hearing individuals. This has also been a popular method to investigate the cortical tracking of speech with partial or zero intelligibility [20, 21]. Although the perceptual quality of vocoded speech may not reflect the percept of CI listeners, key advantages for this approach are the avoidance of electrical stimulation artefacts with full control over spectral resolution and degradation, as well as the availability of an ideal control condition in form of the acoustic, non-vocoded stimuli. In this study, a vocoder was therefore used to simulate the effects of CI processing and their effects on the cortical tracking of speech in typically hearing listeners.

We aimed to control for and investigate the effects of spectral degradation relevant to CI speech perception on cortical tracking and the linear decoding of speech envelope information. For translation to clinical populations, we employed a simulation of CI speech perception as well as an easy behavioural task designed to sustain auditory attention across listening conditions. The current study is presented in three sections: Section 2 describes the methodologies for the experimental design, stimuli processing, and behavioural task, as well as data acquisition and model training. Section 3 presents the results and statistical analyses performed. Section 4 discusses the findings and puts them into context.

2. Methodology

2.1. Participants

Twenty adults (14 female, 7 male) between the ages of 18-35 (Mean age 23.75 years, SD 5.00) were recruited from the university community. The participants spoke English (including varieties of British, North American, South African, and Nigerian English) as a primary language. All participants reported typical hearing and no history of speech or language disabilities. Participants gave informed consent before taking part and were compensated for their time. The study was approved by the local ethical review committee.

2.2. Experimental design

2.2.1. Stimuli and procedure

The acoustic stimuli consisted of a recording of a Sherlock Holmes story by Arthur Conan Doyle (duration 35 minutes and 26 seconds) read aloud by a male speaker with a North American English accent. The audio was filtered to match the international long-term spectrum of speech [22] and intensity was normalised by RMS using a sliding window and perceptually corrected where necessary. The story was then divided into 6 blocks (Mean duration 5 min. 54 s, SD 1.63 s). Each listening condition (i.e., acoustic, vocoded, or vocoded with simulated current spread) was assigned to 2 blocks, the order of which in relation to the story was counter-balanced across participants. To simulate CI processing, we employed the SPIRAL vocoder [9], which emulates the limited number of electrode channels available to CI listeners as well as the deleterious effects of current spread and neural degeneration that can result in additional spectral degradation of the perceived signals. Behavioural speech reception data suggest that this method more accurately reflects the perceptual challenges typical of CI listening and associated listening performance than simulations using traditional noise or tone vocoders. Here, we used 16 analysis filter bands to produce both vocoded speech conditions (Fig. 1). In the current spread simulating condition, we introduced a decay slope of -16 dB/octave as proposed in [9]. The experiment took place in a sound attenuating, electrically shielded room. Speech stimuli were sampled at 44100 Hz and presented binaurally through Etymotic Research ER-2 insert earphones (Etymotic Research, Elk Grove Village, IL, USA) at a comfortable volume. Participants were instructed to avoid excessive blinking or extraneous movement, and to visually focus on a fixation marker centred in the presentation computer screen. After each block ended, participants rated the preceding section on a scale from 1 − 7 for i) how well they found they could follow what was happening and ii) how engaged they felt by the story content, before beginning a self-paced rest period.

2.2.2. Behavioural task

To sustain auditory attention across listening conditions, participants were given a behavioural target detection task. The targets were repeated phrases, such that the audio playback would repeat a particular phrase one additional time after first presentation, before continuing with the story. Repetitions occurred pseudo-randomly once every ~45 s (Mean repeated phrase duration 2.06 s, SD 0.04 s). There were a total of 8 repeated phrases per block. Before beginning the experiment, participants were given a practice session with feedback for accuracy and reaction time to ensure the task was understood. Target detection was recorded via button press using a custom-made USB button box that the participant held in one hand on their lap to avoid unnecessary movement.

2.3. Data acquisition and preprocessing

EEG was recorded using a BioSemi Active Two system (Biosemi, Amsterdam, The Netherlands) with 64-channels at a sampling rate of 2048 Hz. The acoustic stimuli and EEG triggers were controlled through an RME Fireface UCX (RME, Haimhausen, Germany) external soundcard. Preprocessing was performed in MATLAB using functions from the Fieldtrip [23] and noisetools [24] toolboxes. The data were first offline referenced using the channel average and resampled to 256 Hz. Line noise was removed using zapline-plus [25], and the EEG was high-pass filtered at 0.5 Hz and subsequently low-pass filtered at 40 Hz using 4th-order Butterworth filters. Bad channels were visually identified and interpolated after removing eyeblink artifacts from the remaining channels using independent component analysis (FastICA algorithm). Finally, the first and final 5 seconds of each block were removed to avoid filtering-related artifacts. The acoustic stimulus envelope was extracted as described in [26, 27]. Briefly, we filtered the speech signal within critical bands based on the Bark scale, square-rectified the signal within each filter band, and averaged across bands. This technique is well-suited to capture the timing of vowel on-sets, which are argued to be particularly important for speech perception [26]. Finally, both the EEG and acoustic envelope
signals were resampled to 100 Hz for computing the decoding models.

2.4. Analysis

We trained participant-specific linear decoding models for each listening condition, using regularised ridge regression as implemented in the multivariate Temporal Response Function Toolbox (mTRF) [2]. In this case, the models are applied "backwards", in that they reconstruct the speech envelope from the EEG responses. Formally, the decoding model \( g(t, n) \) returns the stimulus \( \hat{s}(t) \) as a linear convolution of the neural response \( r(t, n) \) over a range of time lags \( \tau \), or

\[
\hat{s}(t) = \sum_{\tau} \sum_{n} r(t + \tau, n) g(\tau, n).
\]

The accuracy of this reconstruction, estimated as a Pearson’s correlation \( r \) to the true stimulus, provides a measure of speech encoding by the cortex. We trained the decoder by minimising the mean squared error using 4-fold, leave-one-out cross-validation, as described in detail in [2, 28]. The model incorporated time lags 0 – 450 ms post-stimulus. The optimal ridge parameter \( \lambda \) was obtained from logarithmically spaced values ranging from \( 10^{-6} – 10^6 \). For each listening condition, 60 s of data were set aside to be reconstructed, with the remainder (~10 min per condition) forming the training set. To test model significance, we generated a null distribution for each listening condition by segmenting the continuous stimulus into short segments (Mean duration 2.03 s, SD 1.30 s), shuffling the segments, and re-concatenating them to form a new envelope. Segmentation was applied at naturally occurring transient pauses and segments were smoothly joined using spline interpolation, thereby avoiding the introduction of artefacts to the permuted signal. We then trained and tested new models using the shuffled stimulus and original neural response, for each listening condition and participant, 1000 times to obtain a critical value, \( p = 0.05 \). To measure our effects of interest, we performed linear mixed effect modelling in R 3.5.0 [29] with functions from lme4 [30] and emmeans [31]. "Participant" was included as a random intercept for each model. Model residuals were inspected visually and by using diagnostic tests of normality. The final model was chosen based on the Akaiake information criterion (AIC). Bonferroni correction was employed for multiple comparisons and we report adjusted \( P \)-values where relevant with Kenward-Roger degrees of freedom.

3. Results

3.1. Subjective ratings and auditory detection task

We first examined the effect of listening condition on the two self-reported measures, which were how well the participant felt they could follow the previous listening block, and how engaging they had found that part of the story to be, each on a scale of 1 – 7. We averaged responses over the two blocks per experimental condition. In comparison to acoustic speech (Mean 6.53, SD 0.87), listeners reported that vocoded speech with current spread (Mean 5.00, SD 0.93) was significantly more difficult to follow (Estimate = 1.52, SE = 0.17, \( t(1,42.10) = 9.02, p_{\text{bonf}} < 0.001 \)). Vocoder with current spread was also more difficult to follow than vocoded speech (Mean 6.33, SD 0.69; Estimate = 1.32, SE = 0.17, \( t(1,42.10) = 7.84, p_{\text{bonf}} < 0.001 \)). Acoustic and vocoded speech did not differ significantly from one another (\( p_{\text{bonf}} = 0.73 \)). For the engagement participants felt when listening to the story, there was again a negative effect of vocoding with current spread (Mean 5.15, SD 1.19), which was significantly less engaging than acoustic speech (Mean 6.28, SD 0.70; Estimate = 1.13, SE = 0.23, \( t(1,42.10) = 4.92, p_{\text{bonf}} < 0.001 \)) and vocoded speech (Mean 5.92, SD 0.96; Estimate = 0.78, SE = 0.23, \( t(1,42.10) = 3.39, p_{\text{bonf}} = 0.005 \)). Again, we found no statistical difference in engagement between acoustic and vocoded speech (\( p_{\text{bonf}} = 0.40 \)).

Turning to the repeated phrase detection task, performance was generally high across listening conditions. The mean Hit Rate ranged from 0.99 for acoustic speech, to 0.97 for vocoding with current spread. Similarly, the mean False Alarm rate was low, from 0.02 for acoustic speech, to 0.04 for vocoding with current spread. Hence, despite degraded spectral quality, participants achieved close to ceiling performance throughout the task. When modelling their reaction times to the auditory targets, we found that the best fitting model included main effects of, and an interaction term between, listening condition and self-reported levels of engagement. Holding engagement levels constant, acoustic speech was associated with faster median reaction times (Mean 1.02 s, SD 0.21 s) in comparison to vocoding with current spread (Mean 1.19 s, SD 0.31 s; Estimate = -0.13, SE = 0.05, \( t(1,49.50) = -2.76, p_{\text{bonf}} = 0.03 \)). Vocoder speech (Mean 1.08 s, SD 0.24 s) did not differ from either of the other two listening conditions (\( p_{\text{bonf}} > 0.14 \); Fig. 2). The linear trend of engagement predicted slower reaction times for vocoded speech with current spread (Estimate = -0.09, SE = 0.03, \( p_{\text{bonf}} = 0.002 \), but did not meet significance for either acoustic or vocoded speech (\( p_{\text{bonf}} > 0.66 \)).

![Figure 1: Spectrograms for the three listening conditions](image-url)
3.2. Cortical speech tracking

We first compared observed $r$ values to those generated from models trained on a null distribution (i.e., with permuted stimulus envelopes). A model was deemed significant if its stimulus reconstruction $r \geq 0.98$ percentile of the null distribution, or $p = 0.001$. Based on this criteria, we retained 52 of 60 $r$ values. We compared linear mixed models that included the following terms: listening condition, the two self-reported measures of ability to follow and engagement; and median reaction time. According to the AIC, the model that best fit the data was: $\text{Listening Condition} \times \text{Self-reported Engagement} \times \text{Median Reaction Time}$. Based on this criteria, we retained 52 of 60 $r$ values. Given that reported engagement varied by listening condition, and most (7/8 of the non-significant decoders were trained on spectrally degraded speech, we ran an exploratory model that included the non-significant $r$ values. In this case, engagement does show a tenuous statistical association with cortical tracking, but this predictor would nonetheless fail to meet corrected significance (Estimate 0.02, 95% CI [0.00, 0.03], $t(1.5777) = 2.09, p = 0.04, R^2_{sp} = 0.07$).

4. Discussion and Conclusion

In this EEG experiment with typically hearing participants, we simulated cochlear implant listening using vocoded speech with and without current spread, a common complication affecting CI listeners that is thought to disrupt speech processing. Despite participants’ subjective reports of difficulty comprehending and decreasing engagement, we found no evidence that spectral degradation negatively affects cortical tracking to the speech envelope. There are, however, limitations to the current study that should be considered for future work.

Firstly, the most challenging listening condition, vocoding with current spread, was still associated with relatively good intelligibility (Mean 5.00 on a scale of 1−7). The beneficial effects of prior knowledge for speech intelligibility are well known and have been specifically studied using vocoded speech; hence, it is possible that the current results are driven by so-called top-down influences that repair the degraded speech signal [32, 33]. Next steps should seek to disentangle the cognitive, linguistic, and phonological factors that may shape listeners’ expectations, thereby helping guide acoustic processing and enabling degraded speech to “pop out”. The current results should also be extended in future work with more severely degraded speech, as well as other, CI-relevant factors; for example, neural deterioration of the auditory system is not directly captured with vocoders, but accounts for a large heterogeneity among CI listeners [34]. Another drawback is our using of only decoding or backwards models, which are non-informative regarding the time series and topography of neural activations. It is likely that more subtle differences on the basis of listening condition may emerge by comparing the spatio-temporal profile of the brain response, rather than the absolute magnitude of cortical tracking. Although cortical tracking is more amenable to a clinical context as an objective measure simple to interpret, studying encoding or forward models may point to important distinctions between acoustic and spectrally degraded speech processing that our methods were not sensitive to. Finally, there was considerable inter-subject variability in the brain response to the three listening conditions, and our sample size may have been a limitation in detecting the effect of self-reported engagement, which was associated with a non-significant trend in the current study. Although the null finding for listening condition should be replicated in a larger sample, it does not support a clear deleterious effect of spectral degradation when speech intelligibility is good and auditory attention is sustained, suggesting that the EEG detection of cortical tracking is feasible even when some degree of spectral degradation, including CI-specific current spread, is present. Together, the results contribute to our understanding of cortical tracking as a potentially clinically valuable tool and a candidate objective measure for speech transmission.
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