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Abstract

As speech recognition model sizes and training data require-
ments grow, it is increasingly common for systems to only be
available via APIs from online service providers rather than
having direct access to models themselves. In this scenario it
is challenging to adapt systems to a specific target domain. To
address this problem we consider the recently released OpenAl
Whisper ASR as an example of a large-scale ASR system to
assess adaptation methods. An error correction based approach
is adopted, as this does not require access to the model, but
can be trained from either 1-best or N-best outputs that are nor-
mally available via the ASR API. LibriSpeech is used as the pri-
mary target domain for adaptation. The generalization ability of
the system in two distinct dimensions are then evaluated. First,
whether the form of correction model is portable to other speech
recognition domains, and secondly whether it can be used for
ASR models having a different architecture.

Index Terms: speech recognition, error correction, pre-trained
ASR model, domain adaptation, cloud service

1. Introduction

Automatic speech recognition (ASR) refers to the task of tran-
scribing the content of speech into readable text. The domi-
nant model structure and training schemes have changed over
time. Early works combined separately trained modules in the
decoding process, while recent models employing end-to-end
(E2E) architectures achieve start-of-the-art performance [1, 2].
Large-scale models pre-trained on a huge amount of speech data
have been released recently. By training a Transformer based
LAS system with more than 680,000 hours of labeled data,
Whisper [3] shows accuracy comparable to human transcribers.
Google USM [4] learns from 12 million hours speech data in an
unsupervised fashion and achieves state-of-the-art performance
on multilingual speech recognition tasks.

Although achieving a low word error rate (WER) on test
sets is one aim of an ASR system, a useable and reliable system
goes beyond this. Other components such as language identi-
fication [5], speaker diarization [6], and text formatting [7] are
all crucial parts of the system and can have a large influence on
a client’s experience. For personal users or small businesses,
building such a pipeline can be arduous, which requires exper-
tise, the acquisition of high-quality speech data, and the avail-
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ability of computing resources. Therefore, calling APIs from
cloud service providers rather than building the entire system
from scratch is a more reasonable and economical choice.

With this continuing trend of invoking online ASR services
[8, 9] comes the important question of how to achieve effective
customization. Although commercial ASR systems are trained
on large-scale data and achieve good performance in general,
they are not well-adapted to user-specific needs. When the
incoming speech is from an unseen domain, the transcription
tends to be erroneous. Fine-tuning has proven to be an effec-
tive method to improve the performance of a pre-trained model.
The code and models, however, are the private property of the
company, giving users no access in most cases. Further, the cost
of fine-tuning an ASR model with billions of parameters makes
this option infeasible in practice. For example, the largest ver-
sion of Whisper has 1550M parameters, and Google USM con-
tains 32 Conformer layers with 2B parameters.

Adaptation of a black-box ASR system is of great interest
but there are few prior works. [10] builds a local accent-tuned
ASR model and uses the output from cloud service to guide
the decoding of this local model for accent adaptation. When
the original ASR model is inaccessible, language model (LM)
rescoring is another solution. [11] trains a language model to-
gether with the semantic parser to perform reranking on the N-
best list from the black-box ASR model. The implementation
of this approach is subject to the acquisition of N-best hypothe-
ses from service providers. Recent progress shows that E2E
models learn an internal language model (ILM) on the train-
ing data, making plain shallow fusion less effective [12]. Dif-
ferent methods for reducing the effect of ILMs have been pro-
posed [13, 14, 15]. Since the implementation of such methods
still needs to modify the code running at inference time, they
are out of the discussion in this paper.

Alternatively, post-processing methods such as error detec-
tion or correction are promising approaches to adopt [16]. The
task of error detection is to highlight words within the ASR out-
put that contain mistakes. Error correction also takes the ASR
output as input while the aim is to generate a rewritten tran-
scription with lower WER, thereby achieving adaptation when
the original model underperforms. Early works designed rule-
based systems that are based on statistical analysis [17]. Later
on, end-to-end models with attention modules have been built
which can automatically identify errors considering the context
within the sentence and learn the mapping from wrong words
to the correct counterparts implicitly [18, 19]. With the advent
of pre-trained language models (PLM), recent works propose
methods to transfer knowledge from PLMs for more accurate
detection and correction [20, 21, 22].

In this paper, we take the Whisper model embedded in the
OpenAl service as an example to discuss this real-life scenario
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where we intend to adapt an unadaptable black-box ASR model.
In the most general case when only an ASR transcription is
available, we can get 7.4% WER reduction over strong baseline
results by training an error correction model in the designated
domain. With the addition of an N-best list, the performance
gain is increased to 15.4%. Once we train a correction model, it
can be applied to utterances from other test sets or from another
ASR system in the zero-shot transfer setting. By constraining
the decoding space in the generation, it shows 6.4% improve-
ment on out-of-domain test sets over the ASR baselines.

2. Adaptation Methods
2.1. Error Correction Model and Variants

When the ASR model is not well adapted to the target domain
speech, the transcription tends to contain many errors. By build-
ing an error correction model on top to correct mistakes in the
target domain, we can achieve effective adaptation. A standard
error correction model adopts an E2E structure, taking the ASR
transcription as input, and is trained to generate the corrected
sentence [19, 20, 21]. To train an error correction model, we do
not need access to the ASR system since only decoded hypothe-
ses are needed. Therefore, this method is applicable to adapting
a black-box, cloud-based speech-to-text system.

come on pay us a visit
Transformer Decoder
[ Bidirectional Transformer Encoder ]
|come | | on ‘ | past | | the | | visit |

Figure 1: Error correction model structure.

In addition to text transcriptions, other outputs such as word
confidence scores and N-best decoding hypotheses can be re-
turned by some ASR service providers when specified. These
features can be passed to the error correction model to build
a more robust system. [23] incorporates word-level ASR con-
fidence scores into an error detection model, thereby provid-
ing the model with information about where the ASR transcript
might be wrong. Here, we extend this idea to the error correc-
tion task. We follow the practice of using average softmax prob-
ability calculated by the ASR model as an estimate of the con-
fidence score for each word. The scores are first quantized into
different bins and mapped into confidence embeddings, which
are then added to the token embeddings in the input layer.

In [24], the ASR transcription is converted into a phone se-
quence and appended in the model input. With this approach,
we provide explicit information about the pronunciation of each
word, making it easier for the model to correct errors into
similar-sounding ones. In addition to the 1-best hypothesis, N-
best ASR hypotheses are generated by the ASR system as a
byproduct of the beam search process. N-best TS that leverages
the N-best list as input shows significant performance gain over
the original model in error correction [25]. The rationale behind
this is that the N-best list contains alternative sequences that are
highly possible to be the correct transcription, thus giving the
error correction model some cues when making predictions. In
the modified input, sentences in the N-best list are sorted with
ASR score and concatenated with a special token.
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(a) Extended input with ASR confidence score embedding.
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(b) Extended input with phone sequence.

‘come‘ on ‘past ‘ the ‘ visit ‘[SEP] come | on pay us visit

(c) Extended input with ASR N-best hypotheses.

Figure 2: Error correction model with additional features.

2.2. Unconstrained vs. N-best Constrained Decoding

Once trained on the ASR output, the error correction model
can be decoded with beam search at inference. Denote the
ASR transcription for utterance x as y, the target of the er-
ror correction model is to find 2 = arg max. log P(z|y; Orc),
where Z is the corrected hypothesis. When the N-best hypothe-
ses are available, we can train a correction model with ex-
tended input as in Figure 2(c). Suppose the ASR N-best list
is Y = {y1, ..., yn}, the decoding criterion can be formulated
as £ = arg max. log P(z|Y; 0gc). Since we try to search from
all the possible text sequences in the entire decoding space and
add no explicit constraints, these methods are denoted as un-
constrained decoding in this paper.

To realize more controllable decoding in the generation pro-
cess, [25] proposes N-best constrained and lattice constrained
decoding methods. The first approach can be directly applied to
the black-box adaptation scenario without modifying the ASR
model structure. For each hypothesis in the N-best list, scores
calculated by the ASR model and the error correction model are
linearly combined with an interpolation weight A, and the com-
bined score is used for list re-ranking. The modified decoding
criterion for the model with N-best list as input is therefore

2 =argmax[(1 — A) - log P(z|z; 0asr)
zey

+ X -log P(z|Y; 0kc)]

ey

In this way, we constrain the output of the error correction
model to appear in the N-best list and we also utilize the ASR
score to bias towards sequence with higher acoustic possibility.

3. Experiments
3.1. Setup

Various sizes of Whisper systems have been released. As the
small.en model performs close to the larger models on many
datasets and runs considerably faster, it is used as the base
ASR system in this paper. The original decoding result only
returns the 1-best hypothesis and the sentence-level confidence
score for each utterance. We made several changes to the code
to actively save the generated N-best lists at inference and to
obtain the token-level softmax probabilities to calculate word-
level ASR confidence score. This is to simulate the scenario
where the ASR service provides extra information for down-
stream tasks. The code will be made public at a later stage.

We conduct experiments on the public LibriSpeech
dataset [26] to demonstrate the effectiveness of adaptation. The
training corpus contains around 960hr speech collected from



audio-book reading. The recognition results are evaluated on
both “clean” and “other” subsets of the corpus, each contain-
ing over Shr speech data. At inference, there is an option for
Whisper to control whether to decode with or without times-
tamps. Since time information is not needed in our approach
and makes it complicated to get the N-best list, the model is de-
coded without generating such tokens. Furthermore, Whisper is
trained to output transcriptions with punctuation, which makes
sentences in the N-best list similar to each other. To obtain the
N-best hypotheses with larger context diversity, a list of most
common punctuation are suppressed in decoding. In the eval-
uation, we run text normalization scripts on both reference and
hypothesis before calculating WER results following [3].

For the error correction task, we transfer knowledge from
PLM with standard E2E structures. Pre-trained T5-base [27]
and BART-base [28] models are utilized to initialize the model
parameters respectively. We first run the Whisper model on the
training set of LibriSpeech to collect the decoding results of
960hr speech data. The 1-best decoding results with ASR errors
and paired reference text are then used to train the error correc-
tion model for 3 epochs. In fine-tuning, the Adam scheduler is
used with an initial learning rate of Se-5.

Language model rescoring, another commonly used adapta-
tion method is tested in our experiments. We train two language
models with different structures. A GPT-2-base model [29] is
fine-tuned on the reference text of the 960hr training speech,
which consists of 281K sentences. The model contains 12-layer
Transformer blocks and is trained with a learning rate of Se-
5 for 5 epochs. Since LibriSpeech also provides a large text
corpus containing 40.7M sentences, another big LSTMLM is
trained to examine if Whisper benefits from usage of additional
text data. This model has 4 LSTM layers with a hidden size of
2048 and the training process follows the ESPnet [30] recipe.
The average word-level perplexity for GPT-2 and LSTMLM on
the reference text of test sets are 118 and 83 respectively.

3.2. Adaptation via Error Correction

Due to the effectiveness of large-scale pre-training and multi-
task learning, Whisper shows incredibly good performance of
3.52% and 7.37% on the LibriSpeech test sets. We compare
different adaptation strategies using LM rescoring and error cor-
rection in Table 1. By performing 10-best list rescoring with
LSTMLM or a finetuned GPT-2 model, the performance on
test_other is marginally improved while the WER on the clean
subset is worsened. This suggests that external LMs have little
impact on the results when Whisper has already learned a strong
implicit language model on large-scale training data.

Despite this, the TS error correction model achieves a
performance gain of 10.2% and 4.6% on the test_clean and
test_other sets. A model fine-tuned from BART also improves
over the ASR baseline but performs slightly worse than TS5
model. These results show the promising potential of using er-
ror correction models for domain adaptation even when only the
1-best transcription is returned from the black-box system.

In Table 2 we show the results of using additional features
in the TS error correction model. When adding confidence score
embeddings to the T5 encoder, slightly better performance can
be observed. Here the results are obtained using 5 bins to quan-
tize confidence scores. Increasing the bin size yields similar
performance. Figure 3 plots the average confidence score and
average 1—WER for words in each quantized bin, which shows
that the softmax probabilities of Whisper are well-calibrated.
According to Table 2, appending the phone sequence to the in-
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Table 1: Comparison of LM rescoring and error correction.

Dev Test
Model Method clean | other | clean | other
Baseline \ - \ 3.62 \ 6.61 \ 3.52 \ 7.37
GPT-2 Rescoring 396 | 653 | 4.17 | 7.38
LSTMLM | Rescoring 3.92 6.49 4.11 7.23
BART Correction | 3.25 6.21 3.34 7.07
T5 Correction | 3.03 6.08 3.16 7.03

put transcription leads to degraded performance. These results
suggest that ASR confidence scores and phone sequence fea-
tures are not necessary for training an error correction model.

1 — train
dev_clean
—— dev_other
—— test_clean
1 — test_other

0.85 1

Average 1-WER in the bin

0.75 0.80 0.85 0.80

Average confidence in the bin

0.95 1.00

Figure 3: Confidence score analysis on LibriSpeech.

By taking ASR N-best hypotheses as input, more useful in-
formation can be leveraged by the encoder. When we increase
the 1-best input to the 10-best ASR outputs, a WER reduction
of 15.4% compared to the baseline can be seen on the test sets.
Therefore, using N-best lists as input can effectively improve
the performance of the downstream error correction task. For
the model trained with 10-best input, N-best constrained decod-
ing results are also given, showing a WER reduction of 10.5%
compared to the Whisper baseline. Since the error correction
model is trained on 960hr training speech, it learns well to de-
tect and correct errors for utterances from the LibriSpeech cor-
pus. With constrained decoding, the model is restricted to not
generating text outside the N-best list, which explains the degra-
dation compared to the unconstrained decoding mode.

Table 2: Error correction results using various input features.

Dev Test
Model clean | other | clean | other
1-best 3.03 6.08 3.16 | 7.03
+ confidence | 3.01 6.03 3.11 7.04
+ phones 3.05 6.29 3.21 7.05
10-best  uncon 2.60 5.79 2.90 6.39
10-best  constr 2.87 5.87 3.10 6.69

Normally, pre-trained ASR systems learn from huge
amounts of speech data that effectively cover multiple topics
and are from diversified speakers. For example, Whisper is re-
ported to yield low WER on more than 20 speech recognition



test sets. With the adaptation process focusing on a specific do-
main, our results indicate that the recognition accuracy on the
target test sets can be noticeably improved. Whether utterances
from other datasets show similar performance gains is another
intriguing question. In this section, we examine the generaliza-
tion ability of the adaptation method. For the results in Table
3, error correction models trained on LibriSpeech transcriptions
are directly applied to the ASR output from other test sets with-
out fine-tuning. The models are evaluated on three standard test
sets from TED-LIUM 3 [31], Artie bias corpus [32], and MGB3
dev17b [33], which are abbreviated into TED, Artie and MGB.

Table 3: Error correction results on other datasets by models
trained on LibriSpeech in the transfer setting.

Model LibriSpeech Other sets

clean other | TED Artie MGB
ASR Baseline \ 352  7.37 \ 3.890  9.03 13.10
1-best uncon | 3.16 7.03 478 927 17.29
10-best  uncon | 2.90 639 | 456 9.16 2288
10-best  constr | 3.10 6.69 | 3.64 8.14 12.71

With unconstrained decoding, the correction model gener-
ates worse output compared to the ASR baseline due to the mis-
match of training and evaluation corpora. Since the TS model is
fine-tuned on LibriSpeech data, ILM in the decoder character-
izes sentences from LibriSpeech [12]. When we apply N-best
constrained decoding instead, an average of 6.4% WER reduc-
tion can be observed on the three out-of-domain test sets. Re-
sults suggest that the knowledge learned in the model to correct
homophones is not limited to utterances within the adapted do-
main but generalizes well. Therefore, for the incoming speech
from different sources, we can use one unified error correction
model. For utterances that match the trained domain, uncon-
strained decoding works better, whereas decoding constraints
are needed for the model to perform well on other test sets.

Table 4: Error correction results for Conformer-Transducer
ASR model on LibriSpeech in the transfer setting.

Dev Test
Model clean other | clean other
ASR Baseline ‘ 2.61 6.79 ‘ 2.79 6.90
1-best uncon | 2.64 6.75 2.78 6.92
10-best uncon | 4.07 7.93 3.86 7.72
10-best  constr | 2.48 6.42 2.62 6.65

We also apply the T5 model trained on Whisper decoding
results to correct the output from a different ASR model. A
novel Conformer-Transducer model containing 12 encoder lay-
ers is utilized here. The model is trained on 960hr LibriSpeech
data following the ESPnet recipe. As shown in Table 4, N-best
TS5 improves over the strong baseline results by ~4.8% with N-
best constrained decoding. In line with previous experiments,
the model with the 10-best input and 10-best constrained decod-
ing space performs the best in the transfer setting. The results
indicate that the trained error correction models enable plug-
and-play support for existing ASR systems. When we switch
ASR services, the same correction model can be effectively
used for target domain adaptation without re-training, which is
time-efficient and cost-saving.
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3.3. Why is N-best Input Effective?

a———————

—*— LBS (test_clean)
LBS (test_other)
TED-LIUM

—#— Artie

—+— MGB3

20%

10%

st 2nd 3rd 4th 5th 6th 7th

N-best Rank Position

8th 9th  10th

Figure 4: N-best list analysis. Solid lines: Percentage of n'"
best hypothesis that matches the reference. Dashed lines: Per-
centage of top n best hypotheses list that contains the reference.

From previous sections, we can see that adopting an N-best
list rather than using the 1-best transcription as input largely im-
proves the error correction performance. In this section, we ex-
amine where the performance boost comes from. In the dashed
lines of Figure 4, we plot the percentage of utterances that con-
tain the reference text in the N-best list with increasing n, i.e.
the oracle 1—SER in the top n ASR hypotheses. When using a
larger n, it is more likely that the reference text appears in the
input, reducing the difficulty for the error correction model to
recover the correct answer.

Table 5: Ablation analysis with disturbed 10-best list.

10-best LibriSpeech Other sets

~bes clean other | TED Artie MGB
Sorted 290 639 | 364 814 12.71
Randomized | 3.31 6.82 3.74 850 13.01
Reversed 350 7.18 | 3.75 857 1299

Figure 4 also exhibits that as we increase the rank posi-
tion, the percentage of n-th hypotheses matching the reference
decreases, suggesting sentences with lower ASR scores are of
worse quality. In the training and evaluation of N-best T35, hy-
potheses are concatenated in order while we do not add explicit
cues about the ranking information. Can the correction model
induce such knowledge from the input and use it to achieve bet-
ter performance? We ran experiments using a randomly shuffled
N-best list or a list sorted with ASR scores in reverse order. In
Table 5 we applied unconstrained decoding to the LibriSpeech
test sets and used N-best constrained decoding for other sets.
The results show that randomizing the N-best list in decod-
ing brings degradation while the model with reversed input hy-
potheses yields the worst performance. Therefore, ranking in-
formation is implicitly learned and preserved and is significant
for the N-best T5 model to achieve good performance.

4. Conclusions

In this paper we have examined how it is possible to adapt an
ASR system to a particular domain without direct access to the
system itself. By exploiting 1-best and N-best outputs from the
system within an error correction framework it is possible to
take the standard output from freely available ASR systems and
adapt them to the target domain. We further explore whether
error correction modules trained for a specific domain can be
applied to other speech domains, as well as other ASR systems.
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