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Abstract
Customizing voice and speaking style in a speech synthesis sys-
tem with intuitive and fine-grained controls is challenging, given
that little data with appropriate labels is available. Furthermore,
editing an existing human’s voice also comes with ethical con-
cerns. In this paper, we propose a method to generate artificial
speaker embeddings that cannot be linked to a real human while
offering intuitive and fine-grained control over the voice and
speaking style of the embeddings, without requiring any labels
for speaker or style. The artificial and controllable embeddings
can be fed to a speech synthesis system, conditioned on embed-
dings of real humans during training, without sacrificing privacy
during inference.
Index Terms: text-to-speech, controllable, privacy

1. Introduction and Related Work
In recent years, neural text-to-speech (TTS) systems have made
significant advances, reaching human levels of naturalness in
subjective evaluation [1, 2] and reaching state-of-the-art results
on speaker similarity and quality using just a few minutes of
adaptation data [3, 4]. Even in the zero-shot adaptation setting,
progress is made very quickly. [5] first propose using an external
speaker encoder as a conditioning signal. [6] pre-train a speaker
encoder on a speaker verification task. [7] identify the x-vector
embeddings [8] which have gained much popularity as a TTS
conditioning signal, as insufficient to generalize to unseen voices
without loss in quality. Speaker embeddings which select and
remix vectors that contain information about the encoded utter-
ance using attention have also been around for a relatively long
time [9, 10], but are still being actively researched [11]. These
models are usually trained jointly with the TTS system, which
allows them to encode more prosodic information rather than
only a speaker’s identity, in contrast to speaker embeddings de-
rived from speaker verification models. Other approaches to en-
code more information in speaker embeddings include using the
voice conversion task, which works especially well together with
jointly optimized embedding functions [12]. Further designs that
aid the generalization of zero-shot voice cloning in TTS include
the use of a reconstruction loss, where the distance between a
reference embedding and an embedding of the output speech
is minimized [11, 13, 14]. Also, the hierarchical variational au-
toencoder (VAE) approach can be used to model characteristics
of speakers and speaking styles like a deconstructed speaker
representation that can be controlled at multiple levels in the
VAE [15]. Although this approach seems very promising in its
experimental validation, it lacks reproducibility and is therefore
difficult to use and compare with.

While cloning a person’s voice opens the door to many excit-
ing and practical applications, it is problematic from an ethical

point of view. A person’s voice is closely linked to their identity
and personal attributes like age or social background, which can
to some extent be detected in recordings of their speech without
consent. This leads to serious privacy violations [16]. Voice
actors are not necessarily aware of the implications and future
use of their voice in TTS tools [17] and might not agree to the
content generated with it. Hence it is ethically tricky to use the
voice of a real human to synthesize utterances they have never
said before. Therefore, voice anonymization approaches using
voice conversion techniques attempt to synthesize speech with
target voices that are not linked to actual humans. This is usually
done by either creating an average voice over a pool of speakers
[18], or by training generative models to sample artificial voices
[19, 20]. Sampling such an artificial voice, however, comes with
the problem of having little to no control over how the result-
ing voice will sound like, or the voice distributions will sound
unnatural [18, 20]. Recently, [21] proposed to design a speaker
embedding by modifying the principal components of an already
existing one. While this enables controllability, it requires a
real human’s embedding, which again comes with the possibility
of misuse. A further challenge is that while controllability is a
highly sought-after property in both TTS and voice privacy, it
is notoriously hard to quantify, which in most cases completely
rules out comparisons between approaches. This means that
any new proposed approach can only be evaluated to the extent
of whether it works itself. A lack of open-source codebases or
models for such controllability approaches that operate on a high
level intensifies the complications of comparing approaches.

To remedy the problems of speaker embeddings being either
not controllable, not natural, or not useful for privacy applica-
tions, we propose to train a Wasserstein Generative Adversarial
Network (WGAN) [22, 23, 24] as we previously described in
[19] that is capable of generating new points in the speaker
embedding space which are not associated to any real human.
This process is then made controllable by discovering principal
directions in the latent space of the GAN, as proposed in the
GANSpace approach for the image domain [25]. The generated
embeddings are inspected using an auxiliary TTS system to ex-
plore the nature of the changes applied using the controls. With
this approach, we can generate natural-like artificial speaker
embeddings that match desired properties without any way of
tracing the resulting speaker embedding back to a human speaker
and without the need for any labeled data regarding the features
that we want to control. We evaluate the controllability and
privacy aspects of our proposed approach in Section 4.1 by us-
ing objective measures to quantify the impact of the control
mechanisms on the output. The final interface to the embedding
modification can be realized as a set of sliders that can be used to
control intuitive properties of the embedding without any expert
knowledge.
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Figure 1: Overview of the proposed approach: The red arrows
exist only during training time. During inference, only the green
arrows exist. Hence, during inference, there is no link to an input
speech signal, that could be traced back to a real human. The
embeddings that the GAN produces can be controlled during
inference, but require no labels during training.

Summarizing our contributions: 1) we propose a framework
to modify intuitively understandable properties of speaker em-
beddings, and 2) we do so in a setup that does not use references
of actual humans as the basis. We verify our contributions in
experiments using objective evaluation and provide all code and
models, as well as an interactive demo, open-source1.

2. Proposed Method
2.1. Overview

Figure 1 shows an overview of our proposed method. We train
a speech embedding function following the Global Style Token
(GST) approach [9] jointly with a TTS system on monolingual
expressive multispeaker data. We then use the speaker embed-
ding function in a frozen state as a conditioning signal to another
multilingual and multispeaker TTS system, outlined in Section
3.1. We use the embedding function to sample many unsuper-
vised speaker embeddings from various multispeaker datasets
further described in Section 3.2. These sampled speaker em-
beddings are used as the target distribution of a WGAN model,
which learns to generate novel points in the distribution of di-
verse speaker embeddings, explained in Section 2.2.1. Training
the WGAN requires no labels for style and speaker, however
by adding a control mechanism on top of the WGAN, we can
find intuitive controls over the generated speaker embeddings
that can be aligned with categorical labels through empirical
exploration, as described in Section 2.2.2. This can be done
during inference time, where the speaker embedding function is
no longer used, and therefore, all ties to an input spectrogram
are cut such that no speaker’s privacy is violated. The speaker
embeddings used during inference time are purely synthetic and
can be controlled intuitively without expert knowledge.

2.2. Controllable Generative Adversarial Network

2.2.1. Speaker Embedding Generation

We rely on a WGAN with Quadratic Transport Cost, as pro-
posed in [19] to generate artificial speaker embeddings. Our
WGAN learns to map random noise vectors into the distribution
of speaker embeddings derived from human speech on an utter-
ance level. Similar to the initial GAN approach proposed by [22],
the generator receives an input vector z randomly sampled from
a normal distribution N (0, 1). Since we are using a WGAN, the

1https://github.com/DigitalPhonetics/
IMS-Toucan

objective function is changed to computing the Wasserstein dis-
tance between real and artificial data, as introduced by [23, 24].
To improve the convergence properties of WGAN, we follow
[26] in additionally computing the quadratic transport cost.

We sample a z, generate an embedding from it and then
directly feed it into our TTS model to elicit a voice and speaking
style. The probability of sampling a new speaker embedding
vector in a continuous 64 dimensional space indistinguishable
from a speaker embedding extracted from an actual human is not
zero but highly unlikely. Consequently, we can sample voices
that do not exist.

2.2.2. Controlling the Generation Process

Since our objective is to control the voice and speaking style of
our TTS system, sampling random speaker embeddings from the
WGAN is not sufficient. We need to intervene in the generation
process, which is random due to the input of the GAN being
randomly sampled vectors from N (0, 1). Searching directly in
the prior distribution p(z) for directions does not help us since
the distribution is isotropic. However, [25] found that principal
components of feature tensors within the early layers of GANs
contain the most information and variation. We leverage this
property by computing the principal components using Principal
Component Analysis (PCA). First, we sample N latent vectors
z1:N . Afterward, we propagate these vectors through our gen-
erator and save the intermediate feature representations y1:N ,
which are computed by the first layer of the GAN. We then use
y1:N to compute a low-rank basis matrix V with PCA, as well as
the mean µ of y1:N . The PCA coordinates X are computed by
X = (Y − µ)V , where Y is the matrix containing the feature
representations y1:N . Finally, we compute a basis U as shown
in Equation 1 using a least-squares solver.

U = arg min
∑

j

∥Uxj − zj∥2 (1)

The columns uk of U are called principal directions. Now we are
able to modify the latent vector z along the principal directions
with z′ = z + Ux, where x is a vector that specifies the offsets
of each column uk. To determine which principal direction
corresponds to which surface level property, we use an auxiliary
TTS system that is conditioned on the frozen embedding function
used to train the GAN. We input embeddings, modify them and
observe what changes in the synthesized speech.

3. Experimental Setup
3.1. Model Configuration

We use FastSpeech 2 [27] as the synthesis architecture with
phoneme averaged pitch and energy, as suggested in FastPitch
[28], which enables a significant amount of fine-grained control
over the produced speech already. We use articulatory features
as the input, as suggested in [29]. We also use a flow-based Post-
Net, as suggested in PortaSpeech [30]. To perform spectrogram
inversion, we use the Avocodo architecture [31], which is based
on HiFiGAN [32]. The embedding function used is the atten-
tive and jointly trained GST approach [9], and the embedding
GAN consists of small ResNet blocks [33] in both the generator
and discriminator. We implement all of this in our open source
toolkit, IMS Toucan [34].

Further, we add a mechanism that helps the joint training
of embedding function and TTS converge with around half the
number of steps it usually takes: We use the Barlow Twins objec-
tive [35] on the intermediate representation before the attentive
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Figure 2: Visualization of the Barlow Twins loss for the speaker
embeddings. The red windows are taken at random positions
from the spectrogram and embedded. The orange arrow depicts
an L1 distance, that is minimized as additional objective.

layers in the GST embedding function. To sample the positive
pair needed for this objective, we take two random windows
from the same signal and assume that the signal is consistent in
style. This is visualized in Figure 2. This redundancy reduction
objective rewards preserving more information of the reference
signal, which the attentive layers can then pick up on.

3.2. Data Used

We use a combination of three datasets to train the embedding
function, the TTS and the GAN. The first is LibriTTS [36], a
large-scale English multispeaker dataset comprising 585 hours
of audio books read by a total of 2,456 speakers. We include
two additional datasets with acted emotional speech to add more
versatile data. However, we only utilize their speech and text
components without any emotion labels. The first is the Ry-
erson Audio-Visual Database of Emotional Speech and Song
(RAVDESS) [37]. It consists of 7,356 audio samples performed
by 24 speakers. The second is the Emotional Speech Dataset
(ESD) [38]. It consists of English and Mandarin utterances but
we only use the 1,750 samples by 10 English speakers. Once
the embedding function is trained jointly with a monolingual
English TTS model, we freeze its parameters and use it as a con-
ditioning signal to train a multilingual TTS model, as described
in [39]. This multilingual TTS model is trained on a total of 14
languages to showcase that our proposed approach can be easily
applied to more than just English benchmark data and thus bring
the advances of controllable voice privacy systems to a decent
portion of the world’s population. The data we used to train this
multilingual TTS system is shown in table 1.

3.3. Experiments

3.3.1. Controllability

Since it is challenging to quantify controllability, we measure
the effect of controlling a property in a speaker embedding on
the output of the TTS system that takes the embedding as a
condition. Even this is challenging for high-level properties,
such as timbre, sibilance, microphone characteristics or room
acoustics. Therefore, we select two properties of the speech for
which we can confidently provide reliable objective measures.
We use auxiliary trained classifiers to evaluate to which extent
gender (on a continuous scale from masculine to feminine) and
arousal (on a scale from low to high) can be modified using the
principal directions. We select the two corresponding axes in the
latent space and sample 300 GAN-generated artificial speaker
embeddings for this. For each embedding and property, we move

Dataset Language Hours Used

Blizzard Challenge 2011 [40] English 5
LJSpeech [41] English 10
LibriTTS [36] English 50
HiFi-TTS [42] English 20
VCTK [43] English 5
HUI-Audio-Corpus [44] German 60
Thorsten [45] German 10
Blizzard Challenge 2021 [46] Spanish 5
CSS10 [47] Spanish 20
CSS10 [47] Greek 4
CSS10 [47] Finnish 11
CSS10 [47] French 5
Multilingual LibriSpeech [48] French 34
CSS10 [47] Russian 21
CSS10 [47] Hungarian 10
CSS10 [47] Dutch 5
Multilingual LibriSpeech [48] Dutch 29
Multilingual LibriSpeech [48] Polish 20
Multilingual LibriSpeech [48] Portuguese 25
Multilingual LibriSpeech [48] Italian 30
Aishell-3 [49] Chinese 70
InfoRe Technology 1 [50] Vietnamese 10

Table 1: Data across languages used to train the multilingual
TTS model, to which we apply our proposed control mechanism.

the latents in consistent steps along the corresponding directions
and synthesize three utterances consisting of each six phoneti-
cally balanced sentences taken from [51]. This results in 18,000
audios per property and 60 per sampled speaker embedding. For
each audio, we apply high-performing open-source models to
predict gender2 and arousal3 of these entirely artificial voices.
We verify that both of these models reach state-of-the-art on
common benchmark datasets for their respective tasks to ensure
their predictions are reliable.

3.3.2. Privacy

To investigate whether neither the TTS, the embedding function,
nor the GAN gravitates towards speakers seen in training, we
synthesize speech of 1,000 artificial speaker embeddings and
use two separate speaker verification models to verify that the
artificial speakers are never verified as any speaker from the
training set such that they can be considered novel non-existing
speakers. The speaker verification models are provided off-the-
shelf by the SpeechBrain toolkit [52] and follow the x-vector [8]
and ECAPA-TDNN [53] architectures.

4. Results
4.1. Controlling Gender

For the gender prediction, we observe either feminine or mascu-
line very clearly, without any predictions being uncertain. The
prediction switches for all voices we tested at some point as
we move along the axis. However, the direction of movement
towards turning the prediction into feminine or masculine is not

2https://huggingface.co/versae/
wav2vec2-base-finetuned-coscan-sex

3https://huggingface.co/audeering/
wav2vec2-large-robust-12-ft-emotion-msp-dim
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the same for each voice, nor is the prediction the same for each
sampled base embedding (54% switch F→M, the remaining
46% switch M→F). These flipping points and corresponding
numbers of voices are given in Figure 3. All prediction switches
occur around the center of the axis, between values of -10 and 15.
Overall, the experiment shows that the given principal direction
clearly affects features in the speaker embeddings leading to the
perception and prediction of the voice being either masculine or
feminine.

−40 −20 0 20 40
0

10

20

30

points along principal direction

sa
m

pl
es

in
%

F → M
M → F

Figure 3: Flip points of prediction change on the
Feminine/Masculine scale.

4.2. Controlling Arousal

For arousal, the results are less apparent than gender because the
classifier predicts a continuous value between 0.0 and 1.0 instead
of binary results. However, movement along the respective
axis affects the prediction. It is visualized in Figure 4 using
three metrics: the minimal predicted arousal value for each seed
speaker, the maximal one, and the distance between minimum
and maximum (range). For each metric, the relative amount
of seed speakers is given to the corresponding arousal values,
grouped in bins of 0.05 values. For instance, 28% of generated
speaker embeddings can be modified to a predicted arousal of
between 0.35 and 0.4 by changing the respective latents. The
experiment shows that the arousal of most speaker embeddings
can be easily modified in this way. However, the range and level
of arousal differ depending on the embedding.
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Figure 4: Minimum, maximum, and their difference (range) of
predicted arousal across the principal direction.

4.3. Privacy

Table 2 shows the error rate (ER) of the two speaker verification
models when comparing artificial data to train data. Ideally,
we would like to see a value of 0% errors (an error, in this
case, meaning that the model verified two samples as being
the same speaker while we assume that they should not be).

However, since the equal error rate for the two models reported
by SpeechBrain is at 3.2% and 0.8% respectively, for their test
splits, the deviation from 0 is likely due to false positives. Given
these results, we conclude that the speech our proposed approach
produces is not linked to an actual human.

ER

X-Vector 2.1%
ECAPA-TDNN 0.9%

Table 2: Error rate (ER) of speaker verification systems compar-
ing artificial speakers to all utterances in the train data.

5. Discussion
Whenever we sample a new latent, we generate a point in the
speaker embedding space, which we can move around using the
principal direction modification. However, the high-dimensional
nature of the embedding space makes it near impossible to pin-
point an exact target location and modify the latents accordingly.
So if one was trying to design a voice to imitate a real person,
e.g., to impersonate them with control over properties like their
level of arousal, they could quickly get to a voice with similar
properties, however almost certainly not to one that is exactly
the same. Hence, our approach allows nuanced control only
over artificially generated voices. It is valuable for the future
of customizable voice interfaces to limit misuse. We also see a
major application of this approach in the field of voice privacy,
such that humans can hide the identity of their voice without
using another person’s voice as mask while being able to con-
trol how their masked voice should sound. Also, even though
Greek, Finnish, Russian, and Hungarian each only have a single
speaker in our train data, we can generate an infinite amount of
controllable artificial speakers in those languages, which opens
the door to voice privacy applications in plenty of languages.

6. Conclusion
In this paper, we present an approach for controlling intuitive
properties of artificial speaker embeddings. The embeddings
can be used in voice privacy applications and are controlled by
modifying intermediate results in the generative network that
produces them. We show the effectiveness of this method using
objective evaluation by measuring the impact of the control axes
on the generated output.
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