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Abstract

Providing voice assistants the ability to navigate multi-turn conversations is a challenging problem. Handling multi-turn interactions requires the system to understand various conversational use-cases, such as steering, intent carryover, disfluency, entity carryover, and repair. The complexity of this problem is compounded by the fact that these use-cases mix with each other, often appearing simultaneously in natural language. This work proposes a non-autoregressive query rewriting architecture that can handle not only the five aforementioned tasks, but also complex compositions of these use-cases. We show that our proposed model has competitive single task performance compared to the baseline approach, and even outperforms a fine-tuned T5 model in use-case compositions, despite being 15 times smaller in parameters and 25 times faster in latency.

Index Terms: voice assistants, steering, intent carryover, disfluency, entity carryover, repair, reference resolution, multitask learning

1. Introduction

With voice assistants making large improvements recently, natural conversations with virtual assistants has become a more common expectation. Users tend to interact with virtual assistants in an increasingly contextual fashion, expecting them to behave more like a human agent [1]. This brings out a growing challenge: the understanding system behind a voice assistant needs to be robust to several aspects of natural, conversational language that have been traditionally difficult to deal with.

One line of challenges involves the ability to use context from one turn to complete the understanding of another in multi-turn conversations. This includes use-cases like steering (where a follow-up turn is used to provide clarifying information to a previous turn), intent carryover (where a follow-up turn implicitly has the same intent as a previous turn, but for a different entity) [2] and entity carryover (where a follow-up turn refers to an entity in a previous turn, often through anaphora or nominal ellipses) [3, 4, 5, 6]. Another set of challenges involves artifacts in human speech that appear by virtue of humans changing their mind during a conversation, or beginning a conversation without having fully decided their intent or how they would like to convey it. This yields disfluencies (i.e., artifacts in speech such as filler words that don’t contribute to the intent of a query and can be removed) and repair (where a user corrects the intent and/or entity previously referenced) [7]. This problem of understanding spoken language is further complicated by the ability of these artifacts to mix with each other, with these phenomena often appearing simultaneously in natural language. We illustrate these problems with examples in Table 1. The 5 aforementioned challenges are shown at the top, with a pair of context and follow-up queries. We also present 2 compositional challenges at the bottom, where multiple conversational challenges are involved.

Traditional approaches handle each of these challenges with dedicated systems: entity carryover is often tackled with coreference [8, 9] and ellipsis [10] resolution; intent carryover can be treated as a form of slot carryover [11, 12]; disfluencies can be solved as a sequence tagging problem [13]. While each dedicated system offers competitive performance for each challenge, a solution for all challenges would involve cascading these systems, which introduces error propagation, extra latency and disk space, and management complexities. A unified problem formulation could yield a single, joint modeling solution.

One such formulation is query rewriting [14, 15, 16, 17], which reformulates contextual queries into their context-independent counterparts. Examples of target rewritten queries for all use cases and their combinations are shown in the Rewrite column in Table 1. For example, for the composition of Entity Carryover and Repair, given the context query “Who is Homer Simpson’s eldest daughter?” and the follow-up query “I said his eldest daughter”, the reference to the context entity Homer Simpson needs to be resolved along with a repair of the ASR error; solving both then yields a self-contained query: “Who is Homer Simpson’s eldest daughter?”. While entity carryover [15, 17], intent carryover [2, 16] (and their combinations), disfluency [18] and repair [14] have been studied as query rewriting problems individually, to the best of our knowledge, this is the first work to look at all 5 challenges (including the under-studied challenge of handling steering) jointly, and to investigate compositional challenges.

Many prior query rewriting works consider it a summarization task [2, 15, 16, 17, 19, 20]. While these models usually offer competitive performance, they suffer from heavy latency costs brought by the decoding loop, which would have a significant impact on the responsiveness of a virtual assistant. To mitigate this, text-editing rewrite models were proposed, which output a sequence of edit actions (like deletion, insertion, swap and reordering) instead of generating tokens. Applying these edits on the source tokens yields the rewritten query, drastically reducing the output search space. In LaserTagger [21], the authors use a single layer Transformer Decoder paired with a BERT encoder [22] to reduce decoding latency. FELIX [23] goes one step further using a non-autoregressive model with tagging, reordering and inserting, eliminating the decoding loop completely.

In this paper, we aim to address this latency issue with a non-autoregressive edit-based model using composable edit-actions. In addition, we evaluate the query rewriting problem in
3. Data

Collecting data for conversational use cases that are not currently supported by the virtual assistant is challenging because of the cold-start problem: users’ behavior attunes to the known capability of the virtual assistant, and interactions targeting unsupported use cases rarely exist. As a result, collecting such data requires clever strategies and annotations, or partial synthesis. Our data collection process starts by randomly sampling virtual assistant logs from anonymized opt-in users, which we use to create 6 datasets in total, 5 for each of the tasks we focus on, and 1 containing compositions of the tasks, all of which are either human annotated or synthetically created.

Our entity and intent carryover datasets start with identifying consecutive query pairs with common entities or intents between them. Given these pairs, annotators provide a contextual query that simplifies the follow-up through entity or intent carryover, similar to [16].

For our repair dataset, when users correct themselves by manually editing ASR transcriptions, we extract the slot where the correction was performed. We then use the slot to populate synthetic templates such as (original turn, correction phrase (“No I meant”, etc.) + slot, correction turn), where the first element represents the context turn, the second element represents the follow-up-turn, and the third element represents the rewrite.

We formulate our disfluency dataset similarly to our repair dataset above, but use synthetic templates to stitch together the correction slot inside the query, randomly adding interregnum to simulate the disfluency.

For steering, we look at consecutive queries in which the first query is an exact prefix of the second. The non-prefix part of the second query helps us simulate what a user who wishes to use a follow-up in a steering fashion might say.

Our compositional dataset is created through synthetic templates because their rarity makes collecting real-world data exceedingly difficult. Each template requires two of the aforementioned tasks to be resolved. We identified 5 valid challenge pairs, from which we created 20 unique templates. Templates used to create training, validation and test sets are disjoint to keep this task challenging. Random entities are then filled into the templates to create the data.

Each of the 5 datasets contains 60k datapoints, and the compositional dataset contains 20k datapoints. Each dataset has an 8:1:1 training:validation:test split. On average, context turns have 5.6 tokens, current turns have 5.2 tokens, rewritten turn have 6.0 tokens, and 47% of tokens in the rewritten turn can only be found in the context turn.

3. 5IDER

Our proposed method 5IDER (shown in Figure 1) is an encoder-based model that learns to predict the defined edit operations to accomplish rewriting across all use cases. In this section, we first define these edit operations, then explain how our model architecture and training objective help to learn these operations.

3.1. Rewriting with edit operations

To accomplish rewriting across all different use cases, it is essential to capture the relationship between text spans within the input sequence. For instance, in the example of entity carryover shown in Table 1, the model needs to resolve the pronoun it in the follow-up turn to the named entity Rocket Sushi mentioned in the context. To achieve this goal, we define two edit operations, substitution and deletion, which are made possible by three model components:

- Replacement detection: this component detects the replaced, a text span that will substitute another text span to make a self-contained rewrite.
- Replacement resolution: this component detects the replaced, a text span to be substituted by the replacement.
- Deletion: this component detects tokens that need to be deleted to complete a rewrite.

These edit operations act on the concatenated dialog history, in the form of context query + separator token ([SEP]) + follow-up query. For single use case data, we apply the following post-processing steps to create the rewritten query: first, apply deletion; second, apply substitution by deleting the replacement, and substituting the replaced with the replacement; finally, extract the token sequence starting from the last [SEP] to the end of the sequence (or the whole token sequence if no [SEP]s are left). As an example, the replacement, replaced and deletion for each of the 5 use cases are color coded in blue, green and red in Table 1. This thus implies that, as in [2], the output vocabulary of this design is limited to the input tokens.

This edit operation design differs from [21, 23]: instead of general purpose edit operations, each use case has an inde-
Figure 1: The proposed 5IDER architecture. The input text, the concatenation of two turns, is first encoded with TinyBert and an LSTM encoder. Then, 5 edit operation predictors (one for each task), perform Replacement Detection, Replacement Resolution and Deletion Detection for each task. Finally, all edit operations are applied in a post-processing step.

3.2. Model Architecture

As shown in Figure 1, 5IDER takes as input the concatenation of text from the context and the follow-up turn. The input sequence is then passed through a frozen TinyBert [25] model to obtain contextualized embeddings of input tokens, which is then further encoded with a trainable BiLSTM encoder.

To handle data with an arbitrary mixture of use cases, the model contains 5 copies of the 3 components mentioned in Section 3.1, one for each use case. First, the Replacement Detection (RD) head predicts which span in the input is a replacement. This is modeled as a BIO sequence tagging task. As shown in the running example, the entity “Homer Simpson’s eldest daughter” in the repair case is identified as the replacement in entity carryover, and “his eldest daughter” in the repair case use when no valid replacements are predicted in a use case component (i.e., the output of the RD head is O across the input sequence), the input sequence does not require any substitutions for that use case (e.g., use cases intent carryover, steering and disfluencies in the running example).

Second, the Replacement Resolution (RR) head identifies the text that the replacement needs to substitute (i.e., the replaced text). Concretely, biaffine attention [26] is employed to perform self-attention to capture the relationship between input tokens. Similar to the mechanism of locating the answer span in machine comprehension, the attention distribution at the position of the beginning (end) of the replacement is supervised to attend to the beginning (end) of the corresponding replaced, as shown by the solid green arrows. Finally, the Deletion head, a binary classifier, is applied at each position to determine whether to delete (D) or keep (K) the token. The model predicts these edit operations separately for each use case, and they are then consolidated to form the final rewrite, as described in Section 3.1 above.

3.3. Optimization

When optimizing the model, supervision is provided for all three edit operation heads. For Replacement Detection, RD heads across all use cases are optimized with the loss $L^{RD}$, using cross-entropy (CE) between the ground-truth and the predicted RD sequence:

$$L^{RD} = \frac{1}{|U|} \sum_{u} \sum_{i} CE(p_{u,i}^{RD}, y_{u,i}^{RD})$$

where $u$ and $i$ are respectively the indices for the use case and input position. $U$ is the total number of use cases; $T$ is the length of the input sequence; $p_{u,i}^{RD} \in \mathbb{R}^2$ is the BIO prediction at the position $i$ for the use case $u$.

For Replacement Resolution, the RR heads are supervised only within use cases where a replacement exists in the input sequence, in which case the loss is defined as the sum of the cross-entropy between the ground-truth and the predictions at the positions of the replacement boundary (i.e., start & end):

$$L^{RR}_u = \begin{cases} \sum_{i=(\text{start}, \text{end})} CE(p_{u,i}^{RR}, y_{u,i}^{RR}), & \text{replacement exists} \\ 0, & \text{otherwise} \end{cases}$$

where $p_{u,i}^{RR} \in \mathbb{R}^T$ is the prediction over the input sequence. The overall RR loss is added up across use cases:

$$L^{RR} = \sum_{u} L^{RR}_u$$

For Deletion, the deletion heads across all use cases are trained with a binary signal for each input token:

$$L^{Del}_u = \frac{1}{|U|} \sum_{i} \sum_{u} CE(p_{u,i}^{Del}, y_{u,i}^{Del})$$

where $p_{u,i}^{Del} \in \mathbb{R}^2$ is the binary prediction on whether to keep or delete the token at position $i$ for the use case $u$.

The overall loss, $L$, used for model training is the sum of all three losses with equal weight: $L = L^{RD} + L^{RR} + L^{Del}$. 
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Table 2: Model comparison in model size, disk size and latency. Latency is measured on the same hardware and averaged across test sets. Seq2Seq latency is set as 1 unit for ease of comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>No. Parameters</th>
<th>Disk Size</th>
<th>Relative Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq</td>
<td>4.5 M</td>
<td>19.9 Mb</td>
<td>4.5 x</td>
</tr>
<tr>
<td>LaserTagger</td>
<td>110 M</td>
<td>430 Mb</td>
<td>25.1 x</td>
</tr>
<tr>
<td>Felix</td>
<td>220 M</td>
<td>933 Mb</td>
<td>22 x</td>
</tr>
<tr>
<td>T5-Small</td>
<td>60.5 M</td>
<td>242 Mb</td>
<td>11.3 x</td>
</tr>
<tr>
<td>SIDER</td>
<td>4.2 M</td>
<td>16.9 Mb</td>
<td>0.4 x</td>
</tr>
</tbody>
</table>

Table 3: Exact match accuracy (%) on different use cases and their average under two training setups.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intent</th>
<th>Entity</th>
<th>Repair</th>
<th>Disfluency</th>
<th>Steering</th>
<th>Avg.</th>
<th>Single-task training</th>
<th>Multi-task training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq</td>
<td>94.9</td>
<td>84.4</td>
<td>78.0</td>
<td>71.1</td>
<td>98.2</td>
<td>85.7</td>
<td>95.4</td>
<td>84.5</td>
</tr>
<tr>
<td>LaserTagger</td>
<td>84.7</td>
<td>49.3</td>
<td>64.6</td>
<td>63.0</td>
<td>99.9</td>
<td>72.3</td>
<td>88.0</td>
<td>84.5</td>
</tr>
<tr>
<td>Felix</td>
<td>96.0</td>
<td>83.7</td>
<td>85.6</td>
<td>77.4</td>
<td>97.1</td>
<td>88.0</td>
<td>85.3</td>
<td>88.7</td>
</tr>
<tr>
<td>T5-Small</td>
<td>96.3</td>
<td>90.6</td>
<td>83.5</td>
<td>82.0</td>
<td>95.1</td>
<td>89.5</td>
<td>83.5</td>
<td>93.7</td>
</tr>
<tr>
<td>SIDER (ours)</td>
<td>95.5</td>
<td>86.5</td>
<td>80.2</td>
<td>79.2</td>
<td>100.0</td>
<td>88.3</td>
<td>95.3</td>
<td>86.1</td>
</tr>
</tbody>
</table>

4. Experimental Setup

Hyperparameters: For SIDER, we use a 192-dim frozen Tiny-BERT embedding [25] and 128-dim for all LSTM hidden states, biaffine attention RR heads, classifiers in RD, and deletion heads. During training, the model is trained with batch size 64, learning rate 6e-4 with Adam and dropout of 0.2.

Baseline Systems: We compare SIDER with baseline models to show the efficacy of the designed editing mechanism in our model. The first baseline is a BiLSTM-based seq2seq model1 with a copy mechanism [27]. This model is close to our system in terms of model capacity; with the same set of hyperparameters, its model size is approximately twice that of SIDER due to the additional decoder. We also compare against generative (T5-Small [24]) and edit-based (LaserTagger [21] and Felix [23]) transformer models to see if the rewriting performance can be boosted at the cost of run-time speed. The input to the two generation baselines are the same as SIDER. All baselines are fine-tuned and optimized across all use cases.

5. Results

5.1. Inference Time

We compare the models in terms of model size, disk size and latency in Table 2. As shown, SIDER has the best latency and disk size out of the five, occupying less than 20Mb of disk space and being over 25x faster than T5-Small, LaserTagger and Felix.

5.2. Single-Task and Multi-Task Experiments

We test the models’ capacity by training and testing on the same use case (single-task training), as shown in the first part of Table 3. In general, all models perform similarly well across tasks, except for LaserTagger, which struggles on some use cases.2

1We also experimented with similar sized Transformer variants, and found that even with 3 times more parameters, Transformers still perform worse than an LSTM.
2LaserTagger’s edit operations include swapping sentence order, deletion and insertion with a limited vocabulary. It thus cannot consistently support use cases like entity carryover, which require a text span from the context query to be copied to the middle of the follow-up.

5.3. Few-shot Use Case Composition

We also experimented with challenging compositional use cases; our experimental results are shown in Figure 2. All models are trained with multitask single use case data, with a mixture of compositional data with varying dataset sizes. The x-axis shows the amount of compositional data used, while the y-axis shows the corresponding exact match accuracy on the test set. Note that the set of templates used to generate the train and test sets are disjoint, which ensures that the task cannot be solved through simple memorization.

Due to the aforementioned limitations, we find that LaserTagger and Felix perform relatively poorly irrespective of compositional data size. Interestingly, we find that SIDER consistently outperforms the Seq2Seq model: in particular, SIDER with no compositional training data outperforms the best Seq2Seq model trained with 5k data points. This indicates that SIDER generalizes substantially better than the baseline systems on compositional use cases, without additional training data.

In addition, SIDER’s zero-shot use case composition performance is very close to that of the much larger T5 model. With 100 training data points, SIDER achieves performance competitive to that of the best T5 model, and with just 500 training data points, SIDER significantly outperforms the T5 model trained with 10k data points, using 1/20th the data, showcasing its great data efficiency on compositional use cases.

6. Conclusion

This work proposed a generalizable, multitasking, non-autoregressive query rewriting framework that handles 5 conversational use cases and their combinations. This model showed competitive performance in each use case, and significantly outperformed a fine-tuned T5-Small model in use case composition, while being 15 times smaller and 25 times faster.
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