Betray Oneself: A Novel Audio DeepFake Detection Model via Mono-to-Stereo Conversion

Rui Liu¹, Jinhua Zhang¹, Guanglai Gao¹ and Haizhou Li²,³

¹Inner Mongolia University, China
²Shenzhen Research Institute of Big Data, School of Data Science, The Chinese University of Hong Kong, Shenzhen, China
³National University of Singapore, Singapore

liurui_imu@163.com, zjh_imu@163.com, csggl@imu.edu.cn, haizhouli@cuhk.edu.cn

Abstract

Audio Deepfake Detection (ADD) aims to detect the fake audio generated by text-to-speech (TTS), voice conversion (VC) and replay, etc., which is an emerging topic. Traditionally we take the mono signal as input and focus on robust feature extraction and effective classifier design. However, the dual-channel stereo information in the audio signal also includes important cues for deepfake, which has not been studied in the prior work. In this paper, we propose a novel ADD model, termed as M2S-ADD, that attempts to discover audio authenticity cues during the mono-to-stereo conversion process. We first projects the mono to a stereo signal using a pretrained stereo synthesizer, then employs a dual-branch neural architecture to process the left and right channel signals, respectively. In this way, we effectively reveal the artifacts in the fake audio, thus improve the ADD performance. The experiments on the ASVspoof2019 database show that M2S-ADD outperforms all baselines that input mono. We release the source code at https://github.com/AI-S2-Lab/M2S-ADD.
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1. Introduction

The Deepfake technology seeks to adopt deep learning technology to produce audio that people have never said, things that people have never done, and audio-visual content that has never existed [1]. Examples of its applications include face-shifting technology, voice simulation, face synthesis and video generation. However, such technology can be abused. More and more deepfake content has been used for malicious purposes, such as in the spreading of fake news and fraud cases [1]. This calls for effective detection of the false content.

With the rapid progress of Text-To-Speech (TTS) [2–4] synthesis and Voice Conversion (VC) techniques, one is able to impersonate another’s voice easily. The Audio Deepfake Detection (ADD) technology [5] is a task that determines whether the given audio is authentic or counterfeited, and it has attracted increasing attention recently. Note that conventional methods for ADD mainly focus on two directions, including 1) robust feature extraction and 2) effective model design. For the first direction, Gupta et al. [6] proposed a novel Cochlear Filter Cepstral Coefficients-based Instantaneous Frequency using Quadrature Energy Separation Algorithm (CFCCIF-QESA) features, with excellent temporal resolution as well as relative phase information. Some recent works ingest raw audio [7] instead of hand-crafted acoustic feature and achieve robust ADD performance. For the second direction, researchers adopt Gaussian mixture model [8], convolution neural network [9], deep neural networks [10], recurrent neural networks [11] etc. to build the ADD architecture. Recently, the graph neural network [12] was proposed to model the relationships between isolated spectral or temporal artefacts.

All of the above work dealt with single channel (mono) speech, and shown that ADD is clearly achievable. We note that two types of audio signals, namely single and dual-channel stereo, can be converted to each other [13]. The stereo signals provide a unique perspective on the speech quality of the audio signal [14], which has not been studied in the prior work of ADD. For example, Toloooshams et al. [15] proposed a novel stereo-perception framework for speech enhancement. Compared with the traditional method with mono audio, using stereo can better preserve spatial images and enhance stereo mixture. Therefore, whether we can improve ADD performance by incorporating stereo information is the main concern of our work. Fortunately, we found some inspiration from the field of computer vision (CV), that is, a face recognition system aims to confirm the identity of a person by their face [16]. When performing face recognition, it is difficult to recognize the authenticity just rely on the realistic enough front face image [17]. However, the fake flaws will be exposed after rotating the face at a certain angle [18].

Inspired by the above research, we propose a novel ADD model, termed as M2S-ADD, that attempts to discover audio authenticity cues during the mono-to-stereo (M2S) conversion process (similar to face rotation operation). Specifically, the M2S-ADD model first converts the audio of the mono channel into stereo through a pre-trained M2S conversion model and then employs a dual-branch neural architecture to process the left and right channel signals, respectively. Finally, the information from dual channels is fused for the final decision. By incorporating two-channel stereo information compared to mono speech, the fake audio could easily reveal itself and be successfully detected by our model.

Experiments on the mainstream ASVspoof 2019 logical access (LA) database show that our M2S-ADD model with stereo speech outperforms all baselines with mono speech. The main contributions of this paper include: 1) We propose a novel audio deepfake detection model, termed as M2S-ADD, via mono-to-stereo conversion; 2) We design a dual-branch neural architecture to learn the correlation between the two-channel audio signals and conduct joint training to optimize our M2S-ADD model; To our best knowledge, this is the first study of audio deepfake detection with stereo speech data augmentation.
2. M2S-ADD Neural Architectural Details

2.1. M2S Converter

The M2S converter aims to transform the single-channel mono signal into dual-channel stereo signal. As shown in the blue panel of Fig. 1(a), the M2S converter consists of neural time warping and temporal ConvNet. The neural time warping module learns an accurate warp from the source position to the listener’s left and right ear while respecting physical properties like monotonocity and causality. The Temporal ConvNet module nuanced effects like room reverberations or head- and ear-related modifications to the signal.

Specifically, given a monaural (single-channel) signal $X_{1:T} = (X_1, X_2, ..., X_T)$ of length $T$ and its conditioning temporal signal $C_{1:T} = (C_1, C_2, ..., C_T)$ that represents the position and orientation of source and listener respectively, neural time warping first adopts a CNN based WarpNet to read $C_{1:T}$ to predict a neural warpsignal $\mathbf{ρ}'$ and add it to the herometric warpfield $\mathbf{ρ}$. Then, the final warpsignal $\mathbf{ρ} + \mathbf{ρ}'$ was used to compute the two-channel warped signal $x_{1:T}^{L/R}$, where the channels represent left and right ear, by a recursive activation function. At last, the temporal ConvNet includes WaveNet like conditional temporal convolutions to input the $x_{1:T}^{L/R}$ and $C_{1:T}$ to reconstruct the expected dual-channel stereo signal $Y_{1:T}^{L/R}$.

The M2S converter shares the same architecture with the latest neural sound binauralization model [13], which includes more details. It’s worth mentioning that we adopt such a pure end-to-end network as part of our M2S-ADD model to facilitate the entire pipeline. The parameters of the M2S converter need to be pre-trained and then fixed during M2S-ADD training to achieve a stable M2S conversion, as shown in the blue locks of Fig.1(a).

2.2. Dual-branch Encoder

Dual-branch encoder is devised to extract high-level and meaningful feature representation for dual-channel stereo signals. As shown in Fig.1(a) and (b), Dual-branch encoder (L) and Dual-branch encoder (R) share the same structure to process left and right channel data respectively. The dual-branch encoder is composed by one SincNet layer, six Residual layers, one graph attention network (GAT) layer and one Graph pooling layer. Note that one SincNet layer and six Residual layers were stacked to let the CNN based network deepen and introduce more nonlinearity to learn the detail clues in the left and right channels audio signal. The GAT mechanism has been proven to learn the relationships between artifacts in different sub-bands or temporal intervals [12]. Following this spirit, the GAT layer is used to aggregate the associated information by using the self-attention weight between information pairs and the graph pooling layer used to discard useless and duplicate information.

Specifically, the SincNet layer consists of Conv-1D layer, max-pooling layer, Batch Normalization (BN) and ReLU activation function. The residual layer consists of a Conv-2D layer with BN and ReLU and another Conv-2D layer with max-pooling, SincNet and residual layers of dual-branch encoder (L) or (R) read the left or right signal to extract high-level feature respectively:

$$h_{1:T}^{L/R} = f^{L/R}(Y_{1:T}^{L/R})$$

where $f$ means the CNN network was stacked by the SincNet and the residual layers.

The GAT layer operates upon an input graph $\mathcal{G}$ to produce an output graph $\mathcal{G}'$. Note that $\mathcal{G}$ is formed from the high-level feature $h_{1:T}^{L/R}$, and defined as $\mathcal{G}'(N, \varepsilon, h')$. $N$ is the set of nodes, also the number of temporal frames after spectral averaging, $\varepsilon$ represents the edges between all possible node connections, including self-connections.

Then, GAT aggregates neighboring nodes using learnable weights via a self-attention mechanism. The attention weight $\alpha_{u,n}$ between nodes $u$ and $n$ are calculated according to:

$$\alpha_{u,n} = \frac{\exp(W(h'_u \odot h'_n))}{\sum_{w \in M(n)} \exp(W(h'_n \odot h'_w))}$$

where $M(n)$ refers to the set of neighboring nodes for the node $n$. $W$ is the learnable weight and $\odot$ means element-level multiplication.

Figure 1: The proposed M2S-ADD model (a) that consists of M2S Converter, Dual-branch Encoder (b), Fusion Encoder (c), and Classifier. The blue locks mean the parameter of those modules are initialized by pretraining and fixed during M2S-ADD training.
The output graph $G'$ comprises a set of nodes $o$, where each node $o$ is computed by:
\[
    o_n = \text{SeLU} \left( \text{BN} \left(m_n + h'_n \right) \right)
\]

Graph pooling generates more discriminative graphs by selecting a subset of the most informative nodes. We follow [19] and generate the pooled graph representations $G^L$ and $G^R$ from the original $G^L$ and $G^R$ graphs of left and right channels, respectively. At last, both graph nodes are projected into the same dimensional space using an affine-transform to match the input node dimensionality of the fusion encoder.

### 2.3. Fusion Encoder and Classifier

The fusion encoder is used to exploit complementary information captured by the attention graphs of left and right channels. As shown in Fig.1(c), the fusion encoder includes fusion layer, GAT layer and the graph pooling layer. The fusion layer acts to combine $G^L$ and $G^R$ to a fused graph $G^\text{stereo}$ using element-wise multiplication:
\[
    G^\text{stereo} = G^L \odot G^R
\]

The GAT layer is applied to $G^\text{stereo}$ and the graph pooling is then used to generate a pooled graph $G^\text{stereo'}$. Unlike the GAT and graph pooling layers in dual-branch encoder were processed for left and right channel graphs, the GAT and graph pooling layers in this section performs further feature extraction on the fused stereo graph, which will further analyze useful cues for audio deepfake detection, avoiding the loss of useful information and the side effect of redundant information. At last, we use a fully-connected projection layer to obtain the final two-class prediction (bona fide or fake).

By carefully analyzing the left and right channel signals in two-channel stereo audio, our method finds more important fake audio cues than mono audio analysis methods, allowing for accurate fake audio detection.

### 3. Experiments

#### 3.1. Dataset

**M2S Converter Pretraining:** An <mono, stereo> paired audio data with appropriately size is a prerequisite for M2S converter pretraining. We follow [13] and conduct pretraining on a total of 2 hours of paired mono and binaural data at 48kHz from eight different speakers, four male and four female. Specifically, a mannequin equipped with binaural microphones in its ears is treated as the listener. Participants were asked to walk around the mannequin in a circle with 1.5m radius and make a spontaneous conversation with it. The conditioning temporal signals $C_{1:T}$ for each audio are recorded from the realistic scenario \(^1\) [13]. More detailed descriptions are referred to [13].

**M2S-ADD Training:** We use the official ASVspoof 2019 logical access (LA) database\(^2\) to validate the performance of M2S-ADD. The real audio in the LA database is directly selected from the VCTK corpus, while the fake audio in the database is obtained by using different TTS and VC systems. The sampling rate of all audios is 16kHz. The data in the database is divided into three subsets, training set, development set and evaluation set. Among them, the fake audio in the training and development set all come from 6 systems (A01-A06), while the fake audio in the evaluation set was created with 13 systems (A07-A19).

#### 3.2. Experimental Setup

For M2S converter pretraining, we train it for 100 epochs using an Adam optimizer. It’s worth mentioning that the original M2S converter takes a mono audio segment with a length of 9600 samples as input and then outputs the left and right channels with the same length. To achieve utterance-level mono-to-stereo conversion for ASVspoof 2019 LA database during M2S converter, we first split each audio into various segments with 64600 samples as the input, then merge the output to obtain the utterance-level left and right channels. Note that the conditioning temporal signals $C_{1:T}$ for each audio during mono-to-stereo conversion are randomly sampled from real data\(^3\). For M2S-ADD model, the Dual-branch Encoder(L/R) consists of SincNet Layer, 6 Residual Layers, GAT Layer, and a Graph pooling Layer. In SincNet Layer, the input length of data is 64600 samples, and the number of filters is 70. In the Residual Layer, we use 32 and 64 filters in Conv-2D of two kinds of residual blocks respectively to further improve the generalization ability of the model to cope with unknown attacks. In the GAT Layer, we use absolute values to prevent useful information with negative values from being discarded. A more detailed summary of the configuration for our M2S-ADD model is shown in Table 1.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Input/64600 samples</th>
<th>Output shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>SincNet Layer</td>
<td>Conv-1D((2,3), 1,64)</td>
<td>(70,66472)</td>
</tr>
<tr>
<td></td>
<td>BN &amp; SeLU</td>
<td>(1,23,21490)</td>
</tr>
<tr>
<td>Residual Layer</td>
<td>Conv-2D((2,3), 1,32)</td>
<td>(2,52,23,2387)</td>
</tr>
<tr>
<td></td>
<td>BN &amp; SeLU</td>
<td>(3,23,1,128)</td>
</tr>
<tr>
<td></td>
<td>Maxpool-2D((1,3))</td>
<td>(2,32,23,1,128)</td>
</tr>
<tr>
<td>GAT Layer</td>
<td>SeLU</td>
<td>(4,64,23,29)</td>
</tr>
<tr>
<td>Graph Pooling Layer1</td>
<td>Graph pooling left: (32, 23) right: (32, 23)</td>
<td>(32, 12)</td>
</tr>
<tr>
<td>Fusion Encoder</td>
<td>Fusion Layer</td>
<td>Element-wise multiplication (32, 12)</td>
</tr>
<tr>
<td></td>
<td>GAT Layer</td>
<td>(16, 12)</td>
</tr>
<tr>
<td></td>
<td>Graph Pooling Layer2</td>
<td>Graph Pooling (32, 7)</td>
</tr>
<tr>
<td></td>
<td>Classifier</td>
<td>FC(2)</td>
</tr>
</tbody>
</table>

\(^1\)Pretraining dataset link: https://github.com/facebookresearch/BinauralSpeechSynthesis/releases/download/v1.0/binaural_dataset.zip  
\(^2\)https://www.asvspoof.org/index2019.html  
\(^3\)https://www.asvspoof.org/index2019.html
Table 2: Comparison of M2S-ADD with all baselines with mono input. (∗ means we retrained this graph-based model using our own GPU and hyperparameters as MS-ADD, like batch size, for a fair comparison and achieved different results from the original paper.)

<table>
<thead>
<tr>
<th>System</th>
<th>EER (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet [22]</td>
<td>3.72</td>
</tr>
<tr>
<td>LCNN [23]</td>
<td>5.06</td>
</tr>
<tr>
<td>LCNN-4CBAM [24]</td>
<td>3.67</td>
</tr>
<tr>
<td>Siamese CNN [9]</td>
<td>3.79</td>
</tr>
<tr>
<td>PC-DARTS [25]</td>
<td>4.96</td>
</tr>
<tr>
<td>ResNet18-GAT-S [12]</td>
<td>4.48</td>
</tr>
<tr>
<td>GMM [26]</td>
<td>3.50</td>
</tr>
<tr>
<td>ResNet18-GAT-T [12]</td>
<td>4.71</td>
</tr>
<tr>
<td>ResNet18-AM-Softmax [27]</td>
<td>3.26</td>
</tr>
<tr>
<td>LCNN-Dual attention [24]</td>
<td>2.76</td>
</tr>
<tr>
<td>SE-ResNet50 [28]</td>
<td>2.50</td>
</tr>
<tr>
<td>MLCG-ResNet50+CE [29]</td>
<td>2.15</td>
</tr>
<tr>
<td>ResNet18-OC-softmax [27]</td>
<td>2.19</td>
</tr>
<tr>
<td>Capsule network [30]</td>
<td>1.97</td>
</tr>
<tr>
<td>LCNN-LSTM-sum [31]</td>
<td>1.92</td>
</tr>
<tr>
<td>MCG-ResNet50+CE [29]</td>
<td>1.78</td>
</tr>
<tr>
<td>Res-TSSDNet [33]</td>
<td>1.64</td>
</tr>
<tr>
<td>∗ RawGAT-ST [34]</td>
<td>1.39</td>
</tr>
<tr>
<td>M2S-ADD (proposed)</td>
<td>1.34</td>
</tr>
<tr>
<td>w/o dual-branch</td>
<td>2.46</td>
</tr>
</tbody>
</table>

3.3. Comparative Study
This work is one of the first attempts to exploit stereo information in ADD field. We choose some state-of-the-art ADD systems, with mono audio as an input, as the benchmark. Table 2 illustrates a comparison of performance for the proposed M2S-ADD model and various baselines with mono input.

Note that the RawGAT-ST model is very similar to our model. For a fair comparison, we retrained it on our own GPU using the same hyperparameters as M2S-ADD, such as batch size. The results show that our model outperforms it in terms of EER. In a nutshell, the results show that our model outperforms all other models.

3.4. Ablation Study
To further validate our M2S-ADD model, we conduct an ablation experiment in this section. Specifically, to verify the validity of the dual-branch neural architecture, we reconstructed the mono signal into a stereo and then averaged the information from the left and right channels globally and fed it to the dual-channel encoder (L) or (R) for feature extraction. The results are shown in the last row of Table 2. We can find that abandoning the dual-branch mechanism to directly encode information from the left and right channels would disrupt the modeling of information interaction between them, resulting in a significant reduction in ADD performance.

3.5. Visualization Study
In order to check the effectiveness of our method more visually, we have tried to analyze it in a visualization study. As a visualization of the time domain signal is not intuitive enough, we converted the time domain signal into spectral features and then observed the fine-grained differences between bonafide and fake audio.

As shown in Fig.2(a) and (b), we list the spectral features for bonafide ad fake audios in terms of mono and stereo channels. White and blue boxes are used to highlight the spectral details at specific locations for bonafide ad fake audios respectively. As can be seen from the white boxes for fake audio, the original spectral information is not fully reflected, and there is even a lot of noise, in the left and right channels of the stereo panel after mono-to-stereo conversion. Note that all the spectral details for bonafide audio, as in the white boxes, are preserved. In a nutshell, it was once again verified that converting mono audio to stereo audio can expose important cues among the fake audio, thus greatly reducing the difficulty of ADD.

4. Conclusions
In this work, we propose a novel audio deepfake detection model, denoted as M2S-ADD. The M2S-ADD model can handle dual-channel stereo signals and adopts dual-branch architecture to learn the subtle information among the left and right channel signals, thus effectively discovering audio authenticity cues during the mono-to-stereo conversion process. Experimental results demonstrate that our M2S-ADD can achieve accurate ADD performance for various attacks with the help of authenticity cues from dual-channel stereo signals. As per our knowledge, the proposed M2S-ADD is the first end-to-end ADD model that by exploiting stereo information. In future work, we will continue to optimize the model structure and exploit the detailed spectral information to further boost the ADD performance.
5. References


