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Abstract
In speech enhancement, the lack of clear structural characteristics in the target speech phase requires the use of conservative and cumbersome network frameworks. It seems difficult to achieve competitive performance using direct methods and simple network architectures. However, we propose the MFNet, a direct and simple network that can not only map speech but also map reverse noise. This network is constructed by stacking local former blocks (GLFBs), which combine the advantages of Mobileblock for global processing and Metaformer architecture for local interaction. Our experimental results demonstrate that our network using mapping method outperforms masking methods, and direct mapping of reverse noise is the optimal solution in strong noise environments. In a horizontal comparison on the 2020 Deep Noise Suppression (DNS) challenge test set without reverberation, to the best of our knowledge, MFNet is the current state-of-the-art (SOTA) mapping model.

Index Terms: monaural speech enhancement, deep learning, mask-free

1. Introduction
With the development of deep learning, Speech enhancement (SE) techniques have achieved significant progress. Typically, those can be divided into two categories, time domain methods [1, 2] and T-F domain methods [3, 4]. Especially, the latter one has obtained better performance in DNS Challenge [5, 6, 7, 8], one of the most influential competitions in the field of SE. Therefore, the goal of this study is to design an effective T-F domain system for single channel speech enhancement.

In T-F domain speech enhancement methods, the direct learning of the T-F spectrum values (mapping method [9, 10]) and the learning of T-F masking (masking method [4, 11]) are two classic methods. Mapping the magnitude [9] or mapping the real and imaginary parts is a direct and radical approach, but it seems to be a difficult problem, so GCRN [10] requires two decoders to map the real and imaginary parts separately. The mapping method simplifies the problem by starting from the prior of the noisy speech components. It is estimated either by stacking global former blocks (GLFBs), which combine the advantages of Mobileblock for global processing and Metaformer architecture for local interaction. Our experimental results demonstrate that our network using mapping method outperforms masking methods, and direct mapping of reverse noise is the optimal solution in strong noise environments. In a horizontal comparison on the 2020 Deep Noise Suppression (DNS) challenge test set without reverberation, to the best of our knowledge, MFNet is the current state-of-the-art (SOTA) mapping model.
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2. Proposed method

2.1. STDCT input feature

We have utilized the STDCT spectrum as our input feature, which is a real-valued transformation that preserves all the information present in the signal and contains implicit phase information[31, 32]. This eliminates the need for designing a complex neural network to estimate the explicit phase of the signal, which can be challenging and computationally expensive. Additionally, using the STDCT spectrum removes the necessity of estimating the complex mask that is required in some other audio processing techniques.

2.2. Model architecture

We adopted a UNet-shaped network architecture because it is suitable for intensive prediction tasks at the T-F bins level. The network structure of our model is designed to be as parsimonious as possible and the modules are designed to be reusable, taking inspiration from the design concept of NAFNet. The model has three parts: encoder, bottleneck layer, and decoder. From the perspective of the included base modules, the network as a whole contains only three modules: projection layer, GLFB, and sampling (down or up). The encoder contains the projection layer, GLFB, and down-sampling modules. The bottleneck layer contains only GLFB. The decoder contains the projection layer, GLFB, and up-sampling modules. The projection layer on the input side projects the STDCT features into high-dimensional space, keeping the size of the feature map unchanged but increasing the number of channels from one to the number of channels set by the model $n$. The number of channels in the feature map is doubled for each down-sampling layer, and halved for each up-sampling layer, resulting in an overall number of channels for the model of $[n, 2n, 4n, 8n, 16n, 8n, 4n, 2n, n]$. Notably, there is no activation function used in the entire network. The performance of the network is mainly determined by the stacking of GLFB. The features extracted from the encoder stage are added directly to the decoder stage instead of the usual concatenate practice, which reduces the number of parameters in the decoder stage by reducing the number of convolution kernel groups. The encoder, bottleneck, and decoder each have a number of blocks represented by $[d_1, d_2, d_3, d_4, [m], [u_1, u_2, u_3, u_4]]$. The overall network structure is shown in Figure 1, and the text length remains similar.

2.3. Down-sampling, up-sampling and projection layer

In UNet-shaped networks, down-sampling and up-sampling are typically accomplished through convolution and transpose convolution, respectively. However, some researchers have utilized larger convolution kernels to improve model performance, resulting in larger model parameters and increased computational effort. In contrast, the MFNet approach employs a convolution kernel size of 2 and a stride of 2 for down-sampling, while up-sampling is achieved using the pixel-shuffle operation to avoid the checkerboard grid effect that can occur with transposed convolution. The projection layer in MFNet uses a $3 \times 3$ convolution.
number of input channels, while the second and fourth Point Conv maintain the same number of channels. The gate mechanism halves the number of channels.

2.5. Loss function

We propose a loss function for MFNet. This loss function contains two components, the first one is the mean-square error (MSE) loss for absolute values of STDCT. This part is written as

$$\text{Loss}_{\text{abs}} = ||S_{\text{STDCT}} - \hat{S}_{\text{STDCT}}||^2_2,$$  

and the second one is the MSE loss for polar values. This part is written as

$$\text{Loss}_{\text{polar}} = ||S_{\text{STDCT}} - \hat{S}_{\text{STDCT}}||^2_2.$$  

A hyper-parameter $\gamma$ is the weight to adjust the weight of absolute MSE and polar MSE contribution. The loss function of MFNet is written as

$$\text{Loss}_{\text{MFNet}} = \gamma \cdot \text{Loss}_{\text{abs}} + (1 - \gamma) \cdot \text{Loss}_{\text{polar}}.$$  

In the formula, $S$ represents the target speech signal, $\hat{S}$ represents the speech signal predicted by the network.

3. Experiments and results

3.1. Datasets

In the experiment, we used data from two datasets.

**DNS-Challenge.** The Interspeech 2020 DNS-Challenge corpus [5] covers over 500 hours of clean clips by 2150 speakers and over 180 hours of noise clips. For model evaluation, it provides a non-blind validation set with two categories, namely with and without reverberation, and each includes 150 noisy-clean pairs. Following the scripts provided by the organizer, We generate 3000h data for training and the SNRs randomly range from -3dB to 15dB. To ensure fairness in the experiment, we used official scripts to generate data and did not use any data augmentation techniques.

**TIMIT and NOISEX-92.** The TIMIT [34] corpus is selected as another test clean speech, NOISEX-92[35], and the real-life record noise dataset as the test noise. We use the image source method to generate simulated RIRs as the test RIR set. The room size is set to 5m×4m×3.5m with T60 range is 0.1:0.1:0.5. The locations of the microphone and speaker are randomly in the room with the height range is 1m to 1.5m. We limit the distance of the mic and speaker to 0.2m to 3m. The SNRs are -9dB, -6dB, -3dB, 0dB, 3dB, 6dB, 9dB, 15dB. This test set is much larger and has a wider range of SNR compared to the DNS 2020 test set. The purpose is to test the generalization performance of our model and its performance at low SNRs, and furthermore to determine whether mapping speech or mapping reverse noise is needed in the mask-free approach.

<table>
<thead>
<tr>
<th>Model</th>
<th>PESQ</th>
<th>STOI</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCTCRN [32]</td>
<td>2.80</td>
<td>0.863</td>
<td>11.55</td>
</tr>
<tr>
<td>Cascade DCTCRN</td>
<td>2.83</td>
<td>0.867</td>
<td>11.59</td>
</tr>
<tr>
<td>TaylorSENet [18]</td>
<td>2.92</td>
<td>0.877</td>
<td>11.79</td>
</tr>
<tr>
<td>Ours(Masking)</td>
<td>3.02</td>
<td>0.902</td>
<td>13.62</td>
</tr>
<tr>
<td>Ours(Mapping Speech)</td>
<td>3.02</td>
<td>0.902</td>
<td>13.72</td>
</tr>
<tr>
<td>Ours(Mapping Reverse Noise)</td>
<td>3.05</td>
<td>0.904</td>
<td>13.93</td>
</tr>
</tbody>
</table>

Table 1: Ablation study of mask-free method

Figure 2: Architecture of the GLFB

The GLFB is a crucial module in MFNet. It draws design inspiration from the transformer architecture [33], which includes a multi-head attention module and a feed-forward network module. However, the vanilla self-attention mechanism suffers from quadratic computational complexity with the size of the feature map, making it unsuitable for mobile or resource-constrained devices. To tackle this problem, we adopt a modified MobileNet block as a replacement for the multi-head attention module, which is inspired by the research on Metaformer blocks. This approach solves the problem of complexity with token length dependence on $O(n^2)$. At the same time, this module has similar global and local modeling capabilities as transformer. The global modeling part is done by depth-wise separable convolution, simple gating mechanism and the channel attention mechanism, and the local modeling part is done by point convolution. The feed-forward network module is slightly modified by replacing the activate layer to gate layer. The details are shown in Figure 2.

The simple channel attention module used in our model is the same as the one used in the MobileNet Block. DWConv refers to depth-wise separable convolution, and Point Conv refers to point-wise convolution. In 2(c), the module includes four Point Convs. The first and third Point Conv double the
3.2. Model setup
All the waveforms are sampled at 16kHz. We use the square root of Hanning window of size 320 with the hop time of 10ms. The optimizer is AdamW. The initial learning rate is set to 0.0034. We used the learning strategy of cosine annealing combined with warmup to reach the maximum of the learning rate in the first 5 epochs. The number of channels of the network is 16. Hyper-parameter $\gamma$ is 0.5. The numbers of blocks in encoder, bottleneck, and decoder are $[d_1 = 1, d_2 = 1, d_3 = 8, d_4 = 4], [m = 6], [u_1 = 1, u_2 = 1, u_3 = 1, u_4 = 1]$. By effectively stacking GLFBs, our network is an asymmetric structure. Due to space limitation, we conclude that the experimental result is that the encoder is more important than the decoder, so in the encoder stage, we stack more GLFBs.

3.3. Evaluation metrics
Multiple objective metrics are adopted, including narrow-band (NB) and wide-band (WB) perceptual evaluation speech quality (PESQ) for speech quality, short-time objective intelligibility (STOI) for intelligibility, and SI-SDR for speech distortion.

3.4. Ablation study between mask and mask-free
In this study, we investigated the performance of between mask-based and mask-free methods. The DNS 2020 training set was used, and the synthesized TIMIT test set was used to evaluate the generalization performance of our model under low SNR conditions and unseen speakers. We compared our approach with DCTCRN [32], Cascade DCTCRN, and TaylorSENet. DCTCRN is a masking speech enhancement network that uses STDCT features and won second place in a DNS competition. TaylorSENet is a powerful decoupled-masking model. Additionally, we cascaded the DCTCRN model to enable comparison with our model and multi-stage models. To ensure fairness, all models were trained under the same training configuration. The results are presented in Table 1.

To clarify, the mask method involves connecting a sigmoid function to the network output and then taking the Hadamard product of the noisy STDCT feature with the sigmoid-activated features. Mapping speech involves directly treating the target speech as the learning target in the network output. In contrast, the mapping reverse noise method adds the network output feature to the noisy STDCT feature and then treats the target speech as the learning target. The experimental results indicate that our network achieves better results using the mapping method than the masking method, especially when mapping reverse noise. Furthermore, our network outperforms DCTCRN, Cascade DCTCRN, and TaylorSENet in PESQ, STOI, and SNR metrics.

Once a model has been reasonably trained and has undergone sufficient computation, the masking approach becomes too cautious and fails to fully utilize the model’s capabilities. In contrast, the mapping method is less aggressive and appears to be a better fit for this particular model. Interestingly, we observed that in a highly noisy environment, the model performs better by directly learning to reverse the noise.

3.5. Comparison with the state-of-the-art methods
We evaluated the proposed SE system on the Interspeech 2020 DNS-Challenge dataset to compare it with other models, and the results are presented in Table 2. Our MFNet model achieved outstanding performance with a computational volume of only 6.09 GMACs/s. We also conducted an (real time factor) RTF test on the Intel Xeon E5-2680 CPU and the result was 0.236. As few models using the mapping approach were tested on this dataset, we found that the best mapping model is CTSNet, which is a decoupled-based mapping model and an improved version of the TSCN [21] - the winner of the 2021 ICASSP DNS Challenge. CTSNet can be considered a strong competitive model for comparison. To demonstrate the performance of our model, we conducted a horizontal comparison with models from all other methods within a reasonable range of computational complexity for prediction, such as DCCRN, FullSubNet, TaylorSENet and FRCCRN. The computational complexity of the FRCCRN model is calculated based on our analysis of the website https://modelscope.cn/models/damo/speech_frcrn_ans_cirm_16k/summary. Our proposed model is highly competitive among these recently proposed models. Our MFNet outperforms the current state-of-the-art mapping network CTSNet by a significant margin. We provide the processed samples, which are available at https://github.com/ioyy900205/MFNet.

4. Conclusion
We present a novel neural network for speech enhancement, called MFNet, which directly learns the real-valued STDCT spectral mapping inspired by the intuitive definition of SA. Our network architecture consists of newly-designed lightweight GLFB modules stacked together to create a simple yet effective single-stage structure capable of modeling global and local information. Using the mapping method, our proposed framework outperforms the current SOTA mapping model on the DNS 2020 test set without reverberation. Overall, our experimental results show that MFNet exhibits superior performance compared to other SOTA models with various alternative approaches. This makes MFNet a promising candidate for practical applications in speech enhancement. In the future, we plan to transform the system into a causal model to facilitate real-world deployment.
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