Tonal coarticulation as a cue for the upcoming prosodic boundary
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Abstract

It has been established that pitch reset or the lack of tonal coarticulation is a salient cue for the beginning of a large prosodic domain. However, it is still unclear whether tonal coarticulation can be an informative cue for the end of a prosodic domain. We examined this question with two continuous speech corpora of Mandarin, and both expert and crowd-sourced perceptual annotations were used. The FPCA model of the holistic tonal contours shows that the carry-over effect of the preceding tone is significantly affected by the strength of the following boundaries. Stronger carry-over effects are associated with the end of larger prosodic boundaries. Moreover, machine learning classification shows that the fine-grained tonal coarticulation patterns are salient cues for predicting larger prosodic boundaries. This result is further validated by crowd-sourced boundary perceptual ratings from human listeners. This study has important implications for the understanding of prosodic phrasing.
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1. Introduction

In connected speech, the phonetic realization of segmental and suprasegmental features is influenced by the neighboring sounds. This mechanism is known as coarticulation. For languages with lexical tones, the phonetic realization of the pitch contours of the current tone contains the information from the preceding tone (i.e., carry-over effect) and the following tone (i.e., anticipatory effect). Although coarticulation is bidirectional, for tonal articulation, carry-over effect is generally much stronger than anticipatory effect [1, 2, 3, 4]. Crucially, tone coarticulation is perceptually salient, and is important for tone identification in connected speech [1, 5].

Coarticulation is sensitive to prosodic contexts, such as prosodic boundaries. It has been well documented that neighboring segments are more strongly coarticulated within the same prosodic domain, but minimally coarticulated when the two adjacent segments cross major prosodic boundaries [6, 7, 8]. This effect also applies to suprasegmental features. As for pitch, post-boundary pitch reset has been found to be a salient cue for major prosodic boundaries cross-linguistically [9, 10, 11]. Pitch reset effect for lexical tones is more complex, and involves two aspects: 1) the pitch declination trend (i.e., the gradual trend of the reduction and lowering of overall pitch range) ends, and the post-boundary/domain initial tones are produced with much a higher and larger pitch range [12, 13, 14]; 2) large domain-initial tones have little carry-over coarticulation effects from preceding tones [15, 14, 16]. Important, the degree of carry-over effect across prosodic break is conditioned by the strength of prosodic boundaries [17]. Therefore, previous studies have established that the lack of carry-over tone coarticulation is a salient cue to indicate the beginning of a large prosodic domain.

However, it is still unclear whether tonal coarticulation is a cue for the upcoming prosodic boundary. That is, whether the shape and timing of the tonal contours can indicate the end of the prosodic domain. Pitch cues are known to be sensitive to domain-final positions. Phrase-final pitch reduction and lowering are fairly common across languages [11]. For tonal languages, these pitch scaling effects are shown as the reduction of the overall pitch range and lower pitch height. Moreover, because of the final lengthening effect, pitch contours are stretched in a longer time window. However, it is still unclear whether the shape and timing of pitch contours of the tones also vary according to the strength of the following boundary, in addition to the duration and pitch scaling effects. Some evidence from vowel coarticulation suggest that coarticulation effects can be independent from final lengthening effects [6]. Sun and Shih’s paper also suggests that boundary-conditioned tonal coarticulation can be independent from the final lengthening effect [18].

Taken together, this paper will test whether the carry-over coarticulation effect from the preceding tone vary as a function of the relative strength of the following boundary in production, and whether the detailed tonal coarticulatory cues are useful in perceiving the strength of the upcoming prosodic boundaries. We will address these questions with two continuous speech corpora, focusing on tonal coarticulation of the two pre-boundary syllables.

2. Methods

2.1. Corpora

The first corpus used in this study is COSPRO [14, 19]. Specifically, COSPRO\textsubscript{01} and COSPRO\textsubscript{02} were used here, as they are phonetically balanced such that the effects of tonal categories can be tested. Both corpora consist of read sentences designed to include all possible syllables in Mandarin (about 1300), the most frequently used 2- to 4-syllable lexical words, all possible segmental combinations and concatenations, and all possible tonal combinations. The two corpora have the same design and only differ in the number of sentences and speakers. COSPRO\textsubscript{01} contains speech data from six Taiwan Mandarin speakers (3M, 3F), and each speaker read 599 short discourses (between 1 and 180 characters in length); COSPRO\textsubscript{02} includes 100 sentences from COSPRO\textsubscript{01}, but contains recordings from 90 speakers (40F, 50M). Therefore, the two corpora share the same nature and thus were combined in the analysis. All the recordings were made in soundproof chambers and were digitized at 16 kHz with 16-bit resolution.

The second corpus we used is a spoken corpus of the Chi-
Chinese Tree Bank [20, 13]. The texts were news articles from Chinese Tree Bank 9.0 [21], which contained 132,076 sentences, of which, 12.46% are included in the spoken corpus. The speech corpus was both segmented and syntactically parsed. All speakers were native Mandarin speakers who had achieved Class 2 Level 1 or better on the national standard Mandarin proficiency test. The recordings were made at Shanghai JiaoTong University in a sound-treated booth. The recordings had a sampling frequency of 44.1kHz and a sample depth of 16-bit. A subset of the corpus (22 sentences) was chosen for crowd-source annotation of boundaries, which included one male and one female speaker reading two different passages. These speakers were chosen because their recordings had fewer disfluencies, had consistent pacing throughout their readings, and were expressive. Only sentences of around 30 seconds or less were included.

2.2. Perceptual annotations of prosodic boundaries

For COSPRO, prosodic boundaries were annotated by trained phoneticians. The break index system in COSPRO corpora follows Tseng’s Mandarin ToBI model [14]. B2 refers to “below the prosodic word level,” including both syllable and prosodic word boundaries. B3 is defined as prosodic phrase boundary. Two larger prosodic boundaries annotated in the corpus are B4 and B5. B4 is defined as the “breath group boundary”, and B5 is the “prosodic group boundary”, both associated with final lengthening and weakening.

For the Chinese Tree Bank corpus, the perceptual judgments of the prosodic boundaries were obtained through a crowd-sourcing annotation task. We recruited 29 native Mandarin speakers (18-35 years old; 18 female) from university student communities. They were asked to listen to the 22 chosen sentences over an online experience conducted in Qualtrics. A boundary detection task similar to that in [22] and the Rapid Prosodic Transcription tasks in [23, 24] was used. The selected sentences were presented one at a time, with the audio being played automatically once the participant entered the trial, the corresponding sentence transcript was displayed simultaneously. Participants were asked to select where they believed there were boundaries within the sentence. Participants were not able to select the beginning or the end of the sentence, and they could replay the audio as many times as they wanted. Three sample questions were presented at the beginning to ensure that participants understood how to use the experimental interface, involving the same sentence read with different prosodic focus and structures. No further definition of ‘boundaries’ was given, allowing participants to interpret the instructions in their own way. There were a total of 458 potential boundaries for participants to rate. In the upcoming analysis, we quantified boundary strength as the rate of boundary perception (number of boundary responses divided by the total number of participants).

2.3. Pitch Contour Measurements

For the COSPRO corpus, F0 was measured with the STRAIGHT algorithm [25] in VoiceSauce [26]. F0 values are z-score normalized to individual speakers’ mean F0. F0 contours are time-normalized to 15 equal intervals. Therefore, duration information is factored out from the contour analysis. Functional Principal Component Analysis (fda package in R [27]) was used to parameterize F0 contours. This method is able to capture the detailed timing and shape variation of the F0 contours and represent the information in a low-dimensional space. Before running functional data analysis, B-splines was first applied to transform a contour into a smooth continuous function of time [28]. In order to find the optimal values for two parameters (k; lambda), generalized cross-validation (GCV), proposed by [27] was employed. Then Principal Component Analysis was applied to the smoothed functional data to generate the mean curve and principal component curves, as well as weights for the principle component curves. As the regular PCA, the rank of the PCs reflects the decreasing percentage of variance in the input data that the PCs explain.

For the Chinese Tree Bank, as the corpus was segmented at the word and not the syllable level, only disyllabic words entered the acoustic analysis. For each disyllabic word, pitch extraction was done using a Praat script at 11 equidistant points from the mid-point of the word to the end of the word (inclusive). This allowed us to infer a time-normalized tonal contour of the second syllable of each disyllabic word. F0 measurements were z-scored by speaker.

3. Results

3.1. Boundary-conditioned carry-over coarticulation

Starting with the COSPRO analysis, tonal contours as a function of the following break and preceding tone is plotted in Figure 1. The first four FPCs are illustrated in Figure 2. PC1 represents the overall pitch height. PC2 represents the slope of rising or falling. PC3 is the extent of dipping or convex shape, and PC4 is related to more complex shape with double peaks/valleys. The first four FPCs account for 97.2% of the variance.

Linear mixed-effect models were used to examine the effects of prosodic breaks and preceding tones on the shape of the current tones. We fit FPC1 to FPC4 each in a separate model with the main effects of the following break, the target tone and the preceding tone, as well as their 2-way and 3-way interactions. Across all four FPCs’ models, there are significant main effects of tone (FPC1: F = 112.55, Pr(> F) < 0.001; FPC2: F = 249.48, Pr(> F) < 0.001; FPC3: F = 267.84, Pr(> F) < 0.001; FPC4: F = 13.86, Pr(> F) < 0.001), the fol-
lowing break (FPC1: $F = 226.83, Pr(> F) < 0.001$; FPC2: $F = 38.27, Pr(> F) < 0.001$; FPC3: $F = 4.23, Pr(> F) = 0.005$; FPC4: $F = 5.23, Pr(> F) = 0.001$), preceding tones (FPC1: $F = 33.23, Pr(> F) < 0.001$; FPC2: $F = 68.34, Pr(> F) < 0.001$; FPC3: $F = 41.78, Pr(> F) < 0.001$; FPC4: $F = 5.71, Pr(> F) < 0.001$) and interaction effects between the following break and tone (FPC1: $F = 3.22, Pr(> F) < 0.001$; FPC2: $F = 9.91, Pr(> F) < 0.001$; FPC3: $F = 2.38, Pr(> F) = 0.011$; FPC4: $F = 4.31, Pr(> F) < 0.001$). More crucially, there are also significant interactions between tone, the preceding tone and the following boundary across all four models (FPC1: $F = 2.03, Pr(> F) = 0.001$; FPC2: $F = 2.12, Pr(> F) < 0.001$; FPC3: $F = 1.59, Pr(> F) = 0.027$; FPC4: $F = 1.57, Pr(> F) = 0.031$), indicating that the effects of preceding tones are modulated by the strength of the upcoming/following boundary. PC1 is about the overall pitch height. As expected, the overall pitch height of the tones is lower when they are followed by a larger break (e.g., B4 or B5). Also unsurprisingly, tones are lower (especially the onset portion) when preceded by low offset tones (Tone4 and Tone3). Positive FPC2 values indicate falling, negative FPC2 values indicate rising, and close to zero line means level. Therefore, as illustrated in Figures 3 and 1, the shape of the contours is conditioned by the strength of breaks. For example, Tone 3 has a falling contour before smaller boundaries, but primarily has a rising contour before B4 and B5. As mentioned, there is also a significant effect of preceding tones and significant interaction effects between the tone, following break and preceding tone. For example, Tone 2 rises more when preceded by Tone 3 and Tone 4, the low offset tones; by contrast, Tone 4 falls more when preceded by Tone 1 and Tone 2, the high offset tones. For FPC3, positive values indicate a more dipping shape, and negative values indicate a more convex shape. Like FPC2, FPC3 is also significantly conditioned by tone, the following break and the preceding tone. As shown in Figure 4, Tone 2 and Tone 3 have a deeper dipping contour when preceded by Tone 1 and Tone 2; Tone 1 and Tone 4 have a convex shape when preceded by Tone 3 and Tone 4. The extent of dipping and convex is reduced when the tones are followed by larger boundaries. As shown in Figure 4, even though FPC4 only accounts for a small variance, it is particularly sensitive to the strength of the following break.

Overall, these results demonstrate that the carry-over coarticulation is highly fine-grained and sensitive to the strength of the following break. In general, contours are more complex in a reduced pitch range due to greater coarticulation. Then, we can ask whether this information is useful for predicting/perceiving the upcoming boundaries.

### 3.2. Predicting upcoming break with tonal coarticulatory cues

The Random Forest (RF) algorithm [29] was used to examine the relative contribution of the timing and shape of tonal contours in classifying different levels of following breaks (i.e., B2-B5). The interactions between pitch contour shapes (PFCs) and preceding tonal categories were included in the model to evaluate the tonal coarticulation effects. Ten repeats of 10-fold cross-validation (CV) were used to estimate the performance of the model. This procedure automatically chooses tuning parameters associated with optimal model performance. Our final candidate model was selected based on the best accuracy for determining what percentage of probability is accepted in classifying a case. To visualize the relative importance generated by the model, we utilized the model-agnostic approach to provide an interpretation of our optimal RF model. The relative contribution of each input variable was estimated by calculating the increase in the model’s prediction error after permuting the variable. Friedman’s H-statistics was employed to measure the weights of the interaction effects. Overall, the model achieves 92% accuracy, suggesting that the cues included are informative. As shown in Figure 5, the relative weight of the preceding tone is greater for larger boundaries, suggesting that tonal coarticulation from the preceding tone is an important cue to signify large upcoming boundaries such as B4 and B5.

To cross-validate these results with crowd-sourcing annotated data, we modeled crowd-sourced boundary perception data from the Chinese Tree Bank to examine how F0 contours and their word timepoints interact with tonal information. We use a generalized additive model (GAM) to see how perceived
boundary strength varies as a function of the by speaker z-scored F0 contour, the preceding tone and the target tone. We start by creating a categorical predictor PrecTrgt which acts as a parametric term that represents the interaction between the offset of the preceding tone (High: T1, T2 vs Low: T3, T4) and the onset of the target tone (High: T1, T4 vs Low: T2, T3), resulting in 4 levels. We then included in our model a smooth function with word timepoint and F0 interactions for each level of PrecTrgt. In this model, we use a tensor smooth for word timepoint (ranges from 0-10) and F0 interactions as they vary on their own scales (te(WordTimepoint, F0, by = PrecTrgt)). The model formula is therefore

\[ \text{gam}(\text{FollowingBoundaryPercent} \sim \text{PrecTrgt} + \text{te}(\text{WordTimepoint, F0, by = PrecTrgt})) \]

Smoothing was done via the restricted maximum likelihood method. Results show significant main effects of PrecTrgt for High-Low (beta = -0.05, p < 0.001) and Low-High (beta = 0.04, p = 0.003) combinations relative to High-High.

Results for the smooth terms are summarized in Table 1.

<table>
<thead>
<tr>
<th>Smooth terms</th>
<th>edf</th>
<th>Ref.df</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>te(time,f0):HH</td>
<td>8.90</td>
<td>11.30</td>
<td>4.48</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>te(time,f0):HL</td>
<td>9.37</td>
<td>11.64</td>
<td>6.98</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>te(time,f0):LH</td>
<td>11.11</td>
<td>13.89</td>
<td>6.04</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>te(time,f0):LL</td>
<td>4.21</td>
<td>4.76</td>
<td>4.29</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Figure 6 illustrates the model fit for two of the smoothed terms, te(time,f0):HL and te(time,f0):LH, which are the conflicting combinations of preceding tonal offset and target tonal onset. The x-axis shows the word timepoint, the y-axis shows the z-scored F0, and the z-axis shows the fitted perceived boundary strength. As can be seen in the figure, the relationship between the F0 contours and boundary perception are complex. At different degrees of perceived boundary strength, the timing and the shape of the tonal contours modulate in not only F0 height but also the complexity of the contour.

4. Discussions and Conclusions

This paper investigated whether tonal coarticulation from the preceding tone is a salient cue in predicting/perceiving the strength of the following boundary. The Functional Principal Component Analysis on tonal contours in COSPRO corpus demonstrated that the tonal coarticulation patterns of the preceding tone vary as a function of the strength of the following prosodic boundaries. As expected, tones followed by larger boundaries are produced with a reduced pitch range, and overall lower pitch height (c.f. FPC1 effect). A crucial and novel finding of this study is that the timing and shape of the coarticulated tonal contours (FPC2-FPC4) are also subject to change, and an overall stronger carry-over effect from the preceding tone is found for tones followed by larger prosodic boundaries (B4 and B5 in the corpus). This result is consistent with the notion that weak prosodic positions are more vulnerable to coarticulation. Moreover, both machine learning classification and crowd-sourced human boundary perception ratings suggest that tone coarticulation is a salient cue for predicting/perceiving the strength of the upcoming boundary, and the weight of tonal coarticulation is greater for the larger boundaries. Together with the pitch reset/coarticulation reset effect associated with domain-initial tones, the extent of tonal coarticulation is very informative for boundary strength. These results significantly advance our knowledge of the interaction between tonal coarticulation and prosodic phrasing, and have important implications for speech planning.
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