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Abstract
Podcasts are a rich storytelling medium of long diverse con-

versations. Typically, listeners preview an episode through an
audio clip, before deciding to consume the content. An au-
tomatic system that produces promotional clips, by support-
ing acoustic queries would greatly benefit podcasters. Previ-
ous text based methods do not use the acoustic signal directly
or incorporate acoustic defined queries. Therefore, we propose
a query based summarization approach, to produce audio clip
summaries from podcast data. Leveraging unsupervised clus-
tering methods, we apply our framework to the Spotify podcasts
dataset. Audio signals are transformed into acoustic word em-
beddings, along with a pre-selected candidate query. We initiate
the cluster centroids with the query vector and obtain the final
snippets by computing a global and local similarity score. Ad-
ditionally, we apply our framework to the AMI meeting dataset
and demonstrate how audio can successfully be utilized to per-
form summarization.
Index Terms: query-based summarization, unsupervised
speech summarization, clustering, acoustic word embeddings

1. Introduction
Podcast audio summarization is the task of generating a short
audio clip which contains snippets of conversations in an
episode. Due to the length and volume of episodes created,
manually producing these promotional clips is a time consum-
ing and tedious task. Podcasters require tools to help automate
the process of creating audio teasers, that will entice listeners
[1]. Researchers have approached the problem by developing
models utilizing the Spotify podcasts dataset [2].

Typically, these systems rely on automatic speech recogni-
tion (ASR) to extract text representations, as input for multi-
modal [3], or text only models [4]. The audio summary is cre-
ated by stitching together selected snippets [4], and evaluation
is performed by comparing the audio-text pair to the original
description, written by the podcast creator [5]. However, text
based approaches to audio summarization are problematic in
low resource real world scenarios, where ASR may not be avail-
able in different languages and transcripts contain errors [6].

While the use of ASR transcripts is hugely beneficial, the
paralinguistic features of ‘how’ something is said, can get lost
in translation [7]. According to Martikainen et al. [8], users
respond differently to podcasts based on voice characteristics
such as tone and speech rate. In order to appeal to individ-
ual preferences, relevant audio clips should be identified to en-
courage listeners to consume more content [1]. An ideal sys-
tem would support the podcaster to perform acoustic queries for
contextually similar audio snippets [8], used to form a preview
type summary.
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Figure 1: Our proposed query based clustering framework.
Clusters are initiated with the query and each embedding is as-
signed a local similarity score. A global score is obtained from
the mean of the cluster’s local scores. The predicted cluster
has the maximum global score and snippets are used to create
a summary.

This two stage approach to extract salient sentences before
summarizing the output has been implemented in query based
text summarization [9]. The extraction stage involves super-
vised sentence selection, and summarization is performed by
transformer models [10, 11]. External keywords or phrases can
also be fed into end-to-end models as guidance signals [12, 13].
In acoustic models, guidance is in the form of spoken keywords,
allowing users to query acoustic snippets [14].

Previous studies have shown improved performance using
acoustic word embeddings (AWEs) [14], instead of dynamic
time warping methods [15] for spoken query search. Trans-
former based acoustic models such as Wav2Vec2.0 [16] map
raw audio signals to a fixed dimensional vector. Analogous to
word embeddings, acoustic word embeddings represent similar
sounding words, close together in an n-dimensional space. The
distance between these vector representations can be measured,
enabling the efficient implementation of vector search [14, 17].

The successful performance of AWEs can potentially be
replicated in acoustic modeling tasks such as summarization.
However, previous work has been limited, with few attempting
methods without the direct use of text transcripts [18, 19, 20].
Recently, Wang [21] proposed a speech-to-speech summarisa-
tion model by applying traditional TF-IDF (term frequency-
inverse document frequency) and clustering algorithms [22] to
acoustic word embeddings in meeting conversations.

Inspired by Wang [21] and Settle [14], we propose an ap-
proach to extract audio clip snippets, constrained by a given
audio query. As podcasts are a rich storytelling medium [1], we
select named entities mentioned in a podcast conversation as the
subject matter for the query. We hypothesize that queries rep-
resentative of a named entity, will produce an audio summary
focused on verbal utterances about that entity, with the same
paralinguistic features. The contributions of this paper are as
follows: firstly, we propose a query based approach to summa-
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rize audio clips from the Spotify podcasts dataset. Leveraging
unsupervised summarization methods, we devise a framework
to cluster and score acoustic word embeddings, without guid-
ance from ASR transcripts. Secondly, we conduct extensive ex-
periments and apply our system to a different domain, on the
AMI meeting summarization dataset [23]. The results show
comparable results with previous work and demonstrates how
audio can successfully be utilized to perform summarization.1

2. Proposed Approach
In this section, we introduce our unsupervised query based
framework, as illustrated in Figure 1. First, we describe the
processing steps to extract the candidate query and generate the
acoustic word embeddings. Next, we detail the initialization
process of the cluster centroids, and describe methods to deter-
mine the optimal number of clusters. Finally, we define dif-
ferent types of audio summaries, produced through global and
local similarity scores.

2.1. Data Generation

2.1.1. Spotify Podcasts Dataset

The Spotify podcasts dataset [2] contains both professional and
amateur created episodes, in the form of audio and transcription
text. Each episode is summarized by a creator written descrip-
tion, employed as ground truth in summarization tasks [1]. We
curate a subset of the 2020 testset, using the following selection
criteria. We process the transcripts to create sentence level time
stamps and remove any sentences with less than 4, or more than
20 words. This removes short sentences with stop words, and
overly long sentences. The mean number of words per sentence
was 15 with over 75% having more than 18 words. We select
a maximum episode length of 300 sentences, so each episode
is approximately the same duration. A name entity recognition
library2 is used to identify episodes with at least 6 of the same
entities. The first sentence containing the entity is then used as
the candidate query. For example, if an episode contains the en-
tity ‘Ellen’, the episode is selected if ‘Ellen’ appears more than
6 times in the transcript. This filtering process results in the
selection of 189 out of 1027 episodes. The objective is to find
episodes rich in name entities, to assist evaluation purposes.

2.1.2. AMI Dataset

The AMI meeting corpus is a widely used dataset, which comes
with a supplied annotated testset of 20 meetings. In line with
[21], the long abstractive testset summaries are used as ground
truth. Different to podcasts, the AMI meetings are focused
around topics such as ‘designing a remote control’. There-
fore, we apply the RAKE3 algorithm to extract high scoring
keywords from each sentence in the corpus. The first sentence
containing the keyword is used as the candidate query.

2.1.3. Acoustic Word Embeddings

We process the datasets to obtain the corresponding raw au-
dio signal for each sentence and query in the podcast episode
or meeting corpus. The raw audio signals are sampled at
16kHz and fed into a Wav2Vec2.0 model4 to create high dimen-

1https://github.com/sigmedia/qasumm
2https://huggingface.co/dslim/bert-base-NER
3https://pypi.org/project/rake-nltk/
4https://huggingface.co/facebook/wav2vec2-base-960h

sional vectors with a fixed length of 768. The acoustic word
embeddings that are generated at the last hidden layer of the
Wav2Vec2.0 model, are the vector representations used in our
clustering framework.

2.2. K-means Clustering

We implement the k-means clustering algorithm to group to-
gether similar acoustic word embeddings into a given number of
N clusters. Each cluster centroid (C1, · · · , CN ) is defined by
either a random vector [24] or a pre-defined query vector. We it-
erate over the embeddings (j1, · · · , jk) and assign each vector j
to a cluster Cj. The objective is to minimize the sum of squared
distances between q cluster centroids and the acoustic vectors.
Following Wang [21], we apply the mini-batch variant [25] of
Lloyds k-means algorithm [26] to the processed datasets. Mini-
batch k-means takes a random sample from a small batch of the
acoustic word embeddings, to update the clusters at each iter-
ation. Splitting the data into batches is proven to be computa-
tionally more efficient for large datasets [25], encouraging con-
version at a faster rate. K-means also requires manually setting
the value of N . We experiment with two methods [27, 28] to
automatically determine the optimal N value for each episode
or meeting. As the data is not uniform, the clusters formed
can be non-globular in shape and have different densities. The
silhouette score [27] measures the similarity between the vec-
tors within a cluster, compared to the vectors in other clusters.
DBCV [28] is suited to non-globular shaped clusters, and mea-
sures the density within clusters and between clusters.

2.3. Query Based Centroid Initialization

As shown by Gupta et al. [29], initialization is an important fac-
tor when dealing with high dimensional data. Randomly seed-
ing each cluster with existing vectors from the data, improves
the accuracy and speed of the clustering process [30]. There-
fore, we implement three types of centroid initializations in our
experiments; random, one and all.
• Random: We apply the Forgy method [24] to assign N cen-

troids from randomly chosen vectors in the dataset.
• One: One cluster is initialized with a query vector q and the

other centroid vectors (N − 1) are initialized randomly.
• All: Query vector q, is replicated to initialize every cluster.

2.4. Query Based Cluster Prediction

After the clusters have been formed, we measure the cosine sim-
ilarity between the query vector q and each acoustic embedding
vector j in cluster Cj. Each vector is assigned a local similarity
score:

SLj (q,Cj) =
q ·Cj

∥q∥∥Cj∥
(1)

SL(q,Cj) = (SL1 , · · · , SLk ) (2)

For each cluster, we compute the mean local similarity score to
obtain a global similarity score for that cluster:

SGCj
= E[SL(q,Cj)] (3)

SG = (SGC1
, · · · , SGCN

) (4)

The cluster with the maximum global similarity score, is se-
lected as the predicted cluster Pc:

Pc = argmaxSG (5)
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2.5. Query Based Summarization

To create the summaries, the corresponding audio snippets to
the acoustic embedding vectors are concatenated together (cf.
Figure 1). However, in the absence of human evaluation, the
text associated with the audio snippets start and end times, is
compared against metrics. The top n words or sentences in
chronological order, are taken for three types of summaries:

Optimal summary: Compared to ground truth descriptions,
ROUGE-1 scores [31] are calculated for the top n correspond-
ing words in each cluster. The text summary with the highest
ROUGE-1 score is the best optimal summary for evaluation.

Predicted summary: The top n corresponding words from the
predicted cluster are used for the evaluation summary. The pre-
dicted cluster has the highest global acoustic similarity score.

Top acoustic summary: In the predicted cluster, we take the
top n corresponding sentences of the individual acoustic em-
beddings, with the highest local acoustic similarity score.

3. Experimental Setup
3.1. Implementation

To evaluate the summaries, we create three groups of ex-
periments: pre-defined; silhouette; and DBCV. Within each
group, we look at random, one and all initialization strate-
gies. We experiment on two datasets, the Spotify podcasts
dataset [2] and the AMI meeting corpus [23], and apply the
k-means mini-batch implementation from the Scikit-learn li-
brary5. To begin, we pre-define N=5, and set range values of
N = {5, 6, 7, 8, 9, 10}, for both silhouette [27] and DBCV
[28]. The model iterates through the data points, creating clus-
ters until the maximum value of 10 is reached. The cluster with
the highest silhouette or DBCV score is selected as the optimal
number of clusters to use. The maximum iteration parameter is
set at 100, or early stopping when converged. The number of
initialized centroids must always equal the number of clusters.
If N=5 and init=random, then all 5 cluster centroids are ran-
domly taken from the data. If N=5 and init=one, the query vec-
tor is assigned to one centroid, and the other four are initialized
randomly. Finally, if N=5 and init=all, each of the 5 clusters is
seeded with the same query vector, replicated 5 times.

3.2. Evaluation Metrics

ROUGE-1 metrics [31] are used to evaluate the corresponding
transcripts of the summary output against the ground truth. This
metric is suitable as we compare uni-gram similarity of single
words and not the longest common subsequence (ROUGE-L).
We compare F1-scores, to determine a balanced average be-
tween precision and recall metrics. The podcast dataset was
not specifically designed to evaluate audio summarization. Re-
cently, TREC ran a competition to produce one minute audio
summaries in 2021 [5]. The audio summary output was eval-
uated against abstractive creator descriptions. Another TREC
competition in 2020 focused on text based abstractive summa-
rization and these summaries were of a higher standard. There-
fore, we compare our work to those participants [32, 33], with
summary lengths ranging from 58 to 205 tokens. We limit the
summary output for the optimal cluster and predicted cluster to
200 words, which is approximately 60 seconds in length. The
top 10 corresponding sentences, in the top acoustic summary

5https://scikit-learn.org

Query Top acoustic summary

Lessons hadn’t yet
begun when Ellen
was summoned from
her room.

Lessons hadn’t yet begun when Ellen was summoned from her
room. She was bundled into a waiting carriage ... Ways into their
journey to meet with Ellen’s father Edward confessed something
darker was afoot as Ellen listened patiently ... Happily engaged
Edward and Ellen made for the Scottish Village of Gretna just
over the Scottish English border ... There Ellen was finally told
the truth about Edwards plot. Edward and his brother were both
tried in Lancaster for the Abduction of Ellen Turner ...

We’re trying to force
Takashi into his car
to kidnap him.

We’re trying to force Takashi into his car to kidnap him. That’s
why he wanted to kidnap ... Shadi sent a text the day after
Takashi performed in Philly. When it was all over Takashi went
on Instagram live with his longtime girlfriend, Sarah Molina.
Jim said that nitration make life tough for Takashi security team
so that they would stop protecting him ...

Frank was close to
both of his parents,
but he had a special
bond with his dad..

Frank was close to both of his parents, but he had a special bond
with his dad. Frank was witnessing an entirely new side of his
dad in the city... City the system was highly efficient as long as
Frank avoided hitting the same cities or hotels twice. This
mindset governed Frank’s life whenever he saw an obstacle ...

Table 1: Examples of top acoustic summaries from podcast data
split 189/1027, showing the top 10 ordered corresponding sen-
tences with the highest local acoustic similarity score.
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Figure 2: Barchart depicting the mean global acoustic similar-
ity scores of all predicted clusters, grouped by the cluster selec-
tion method, for podcast data split 189/1027.

also produces the same audio duration. To make a fair compar-
ison, we further divide the group of 189 episodes to extract 50
final episodes, with descriptions longer than 100 words. In the
AMI dataset, we limit the summary output to 350 words, in line
with [21]. The summaries are evaluated against the AMI long
abstractive summaries with an average length of 296.6 tokens.

4. Results
In Table 1, we present the qualitative results of the top acoustic
summary. The objective was to produce a summary constrained
by the candidate audio query. Visually, we can see the named
entity from the query is mentioned multiple times in the tran-
script summary. The clustering is shown to be effective as ad-
ditional similarities between other sentences are present. While
the summary is representative of the query, the narrative of the
story is lacking context. This output is typical in extractive sum-
maries, as conversations are disjointed in nature. Performing
abstractive summarization on long passages of extracted text
[5], helps to give meaning and context. Since our goal is to
give listeners a short audio preview, our clustering framework
achieves good results. Figure 2 presents the cosine similarity
scores between the query vector and all of the audio vectors
in the predicted cluster (global score). We compute a mean of
the global similarity scores and group them to show differences
between pre-defined, silhouette and DBCV methods. We note
the cosine similarity scores are high, because each method suc-
cessfully predicts the cluster containing the query vector. Next,
in Table 2 and Table 3, we present the ROUGE-1 experiment
results for the podcast and AMI datasets respectively.
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PODCAST ROUGE-1(%)
Method Precision Recall F1
optimal summary
pre-defined 26.96 32.27 28.14
dbcv 27.25 32.19 28.18
silhouette 27.03 32.39 28.17
predicted summary
pre-defined + init (0) 23.51 27.98 24.18
pre-defined + init (1) 24.02 29.11 25.00
pre-defined + init (5) 25.01 27.71 24.25
silhouette + init (0) 24.25 27.80 24.40
silhouette + init (1) 24.20 28.53 24.69
silhouette + init (5) 25.08 27.58 24.18
dbcv + init (0) 25.06 25.16 22.74
dbcv + init (1) 24.00 26.74 23.26
dbcv + init (5) 25.11 25.65 22.96
top acoustic summary
pre-defined + init (0) 26.19 20.51 22.67
pre-defined + init (1) 28.09 21.34 23.22
pre-defined + init (5) 29.43 20.76 22.75
cuedspeechUniv2 [32] 55.82 19.66 27.94
category-aware [33] 46.92 19.39 24.40

Table 2: Precision, Recall & F1-Scores for PODCAST testset
50/1027. Denoted as; pre-defined (N=5), silhouette and dbcv
(N=5-10) + init (0)=random, init (1)=one, init (5)=all.

Centroid Initialization: We identify a trend in our initializa-
tion approach. Figure 2 shows that initializing with one query
vector (init=one), outperforms random (init=random), and ini-
tializing with all query vectors (init=all) is less effective. A sim-
ilar trend can be seen in both Table 2 and Table 3. Specifically,
in the predicted summary (pre-defined + init 1), pre-defining the
cluster N=5, and initializing the centroid with init=one, shows
a higher F1-score of 25% compared to 24.18% for random ini-
tialization (pre-defined + init 0). As we are using high dimen-
sional embedding features, giving the model a starting point will
greatly improve the clustering formation. According to Arthur
et al. [30], it is essential to ensure the initial centroids are far
apart. This explains the reduced performance when the clusters
are initialized with 5 of the same query vectors. A better ap-
proach would be to use 5 different queries to seed the clusters.
However, this is outside the scope of this research study.

Optimal Cluster Selection: We observe that Figure 2 shows
DBCV outperforming silhouette when measuring global acous-
tic similarity scores. However, in Table 2, DBCV achieves
23.26% F1-scores (dbcv + init 1), which is lower than silhouette
at 24.69.% for method (silhouette + init 1). There is a clear dif-
ference when measuring acoustic similarity and text similarity.
While running our experiments, we noted that DBCV favours a
higher number of dense clusters (max=10) in the podcast data,
resulting in a smaller number of sentences per cluster for eval-
uation. In Table 3, for the AMI dataset, the DBCV method
performs better (dbcv + init 1), compared to pre-defining clus-
ter values (pre-defined + init 1). To effectively compare DBCV
and silhouette, we set the same range score for both datasets (5-
10). However, as each episode or meeting is unique, individual
ranges would have produced better results.

Summary Types: In Table 2, we compare our three summary
types to the TREC 2020 participants. The optimal summary
(dbcv) outperforms Manakul and Gales [32], verifying the au-
dio summaries have substance and contain quality material. In
Table 3, the optimal summary (dbcv) on the AMI dataset out-

AMI ROUGE-1(%)
Method Precision Recall F1
optimal summary
pre-defined 32.91 37.34 34.55
dbcv 34.93 38.00 35.78
silhouette 32.83 37.28 34.47
predicted summary
pre-defined + init (0) 29.54 33.68 31.04
pre-defined + init (1) 31.22 33.56 31.63
pre-defined + init (5) 30.65 34.31 31.89
silhouette + init (0) 29.57 33.95 31.17
silhouette + init (1) 30.42 34.70 32.00
silhouette + init (5) 29.81 33.52 30.92
dbcv + init (0) 30.95 33.94 31.81
dbcv + init (1) 31.08 35.33 32.57
dbcv + init (5) 30.18 33.50 30.99
top acoustic summary
pre-defined + init (0) 34.97 21.22 25.55
pre-defined + init (1) 34.84 22.10 26.27
pre-defined + init (5) 35.04 21.36 25.81
ESSumm [21] 31.63 40.36 34.96

Table 3: Precision, Recall & F1-Scores for AMI testset 20/20.
Denoted as; pre-defined (N=5), silhouette and dbcv (N=5-10)
+ init (0)=random, init (1)=one, init (5)=all.

performs Wang [21] with an F1-score of 35.78%. These scores
demonstrate our system can successfully be generalized for dif-
ferent domains to cluster acoustic signals. In Table 2, the F1-
score for the best podcast predicted summary (pre-defined +
init 1) is 25%, which is lower than cuedspeechUniv2 at 27.94%,
but higher than category-aware at 24.40%. Considering the
summary is focused on a named entity query, the performance
is more than sufficient. We note in Table 3, the best predicted
summary for the AMI dataset (dbcv + init 1) scores 32.57%,
lower than the baseline ESSumm at 34.96%. All methods in
the top acoustic summary for both podcast and AMI achieve
lower F1-scores compared to optimal and predicted summaries.
A possible explanation is that descriptions which are used for
comparison with ROUGE are not written to reflect our candi-
date query. The acoustic summaries are enriched with speech
queries, which are difficult to reflect without human evaluation.

5. Conclusions
We have presented an unsupervised clustering framework to
produce audio clip summaries, directly from raw audio queries.
Leveraging acoustic word embeddings, we initiated the cluster
centroids with an acoustic query, to encourage enhanced cluster
formations. We experimented with methods to select the opti-
mal number of clusters and produced three types of summaries,
through our global and local scoring system. Our approach
demonstrated the efficacy of producing extractive summaries,
acoustically similar to an acoustic query. We demonstrate the
versatility of our framework by applying the system to podcast-
ing and meeting data. In future work we plan to experiment
with both single and multiple word queries, to further enhance
the performance of our system.
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