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Abstract
Channel vocoders with noise and sine-wave carriers are widely
used to simulate modern multi-channel cochlear implants (CIs)
in psychoacoustic experiments with normal hearing (NH) sub-
jects. NH subjects perceive vocoded speech as impoverished
and unnatural, but how CI listeners perceive vocoded sounds
has not been systematically investigated. This letter reports that
CI listeners could equally recognize both noise and sine-wave
vocoded speech, albeit less well than NH listeners, and the
recognition performance would not significantly increase be-
yond 8 channels. Nevertheless, they can easily discriminate up-
to-80-channel vocoded speech from the original natural speech.
Index Terms: Cochlear implant, vocoder, temporal envelope,
electric hearing

1. Introduction
Cochlear implants (CIs) are by now widely used as prosthetic
devices to provide a sensation of hearing to patients with severe-
to-profound hearing-impairment. Current CIs typically process
incoming sounds via a bank of band-pass filters, and only the
temporal envelope from each filter is preserved for electric stim-
ulation. It is not possible to replicate the stimulation pattern
delivered to auditory nerve fibers by CIs via acoustic stimula-
tion in the normally hearing ear, but it can nevertheless be use-
ful for research and demonstration purposes to simulate CI pro-
cessing using envelope-based vocoders, with either bandlimited
noise carriers [1] or sine-wave carriers [2]. Such vocoders de-
grade input sounds in ways which preserves envelopes in sub-
bands but discards temporal fine structure (TFS) information,
and are thus thought to deliver information of a similar quality
to normal hearing (NH) subjects as CI users would experience.
Vocoder simulation experiments have been reported in a very
large number of papers (e.g. see Kong et al. [3] and Table I of
Stone et al.[4]), to investigate numerous parameters of CI design
and use, including channel number [5, 6], modulation rate [7],
intensity resolution [8], electrode insertion depth [9, 10] and
frequency allocation [11, 12], spatial hearing [13, 14], funda-
mental frequency discrimination [15, 16] and its contribution to
speech segregation [17, 18], lexical tone perception [19, 20, 21],
natural sound distortion perception [22, 23], or the evaluation of
novel envelope-based strategies [24, 25]. A demonstration can
be found in [26].

Vocoded speech not only lacks TFS, but also spectral fine
structure because the number of subbands is usually not large
enough to resolve much spectral detail, such as fine harmonics.
How much of spectral fine structure is preserved can be made to
vary by adjusting the number and bandwidth of subbands used
in the vocoder. This makes vocoding a useful tool for sound per-
ception research which has found applications beyond simulat-

ing CI hearing in NH subjects, including, for example in stud-
ies of perceptual and cognitive aging [27], toddlers’ language
learning [28], and even animal auditory perception [29]. Nev-
ertheless, by far the most widely used application of vocoding
remains to “simulate hearing with CI”. Curiously, there appear
to be few studies that have asked how CI users perceive vocoded
sounds. NH subjects invariably find that vocoded speech sounds
highly unnatural and it can be hard to understand, but if vocoded
sound is a “good simulation of CI hearing”, one might expect
that CI subjects should find vocoded speech to be as easily intel-
ligible, and perhaps also to sound as natural as, normal speech,
provided that the vocoder is set up with appropriate parameters,
such as a sufficiently large number of subband channels. Here
we investigate whether this expectation is justified by measur-
ing how well CI users can understand vocoded speech with a
range of different parameters (Experiment 1) and how well they
can discriminate natural from vocoded speech (Experiment 2).
For comparison, an NH control group performed the same ex-
periments.

Presenting vocoded “CI-simulation” sounds to CI users
may at first glance seem an odd thing to do. We did not find
any other published experiments on this topic in the literature.
One tangentially related study investigated temporal envelope
cues recovered from speech frequency modulation (e.g, Won et
al. [30]), which both CI and NH listeners were reportedly able
to do, and individual differences in the performance of that task
may partly explain speech perception performance variability in
CI users. Our vocoder experiments reported here are somewhat
analogous, in that they also measure the ability of NH and CI
listeners to use temporal envelopes cues to process speech. But
that aspect of our study is not particularly novel. What moti-
vated this work was rather that we felt that the near-ubiquitous
use of vocoded sounds to simulate CI hearing ought to be “vali-
dated”, in as far as it is possible to do so, by examining to what
extent the perception of these “simulated” speech sounds, be
it by NH or by CI subjects, is indeed “similar” to the way CI
subjects perceive real speech. To an extent this validation was
successful, in that speech recognition scores for CI and NH lis-
teners showed similar asymptotes toward normal speech recog-
nition scores for increasing channel number, with a “knee” at
around 8 channels, and CI and NH listeners recognition scores
were similarly independent of carrier type. However, if vocoded
speech was a “highly similar simulation” of the way CI listeners
perceive speech, then one might expect that CI users might not
find it easy to distinguish vocoded speech from natural speech.
However, our results show that, even though they do not match
the near perfect and seemingly effortless performance of NH
subjects, most CI users nevertheless find distinguishing normal
speech from vocoded speech relatively easy in most cases.
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Table 1: CI user demographic information, hearing history, and device information

Subject Gender Age CI experiences (year) CI Processor Etiology Exp.1 Exp.2

C1 F 21 17 R: Cochlear N5 Congenital no yes
C2 M 24 15 L: Cochlear Kanso Drug-induced yes yes
C18 M 25 21 R:Cochlear N5 Congenital yes no
C20 M 10 8 R: Cochlear Freedom Congenital yes yes
C21 F 34 7 R: Cochlear CP900 Drug-induced yes yes
C28 F 40 10 R: Cochlear N5 Drug-induced yes yes

L: Cochlear Kanso
C30 F 23 1 R: Cochlear Freedom Sudden deafness yes yes
C31 F 12 10 L: Med-El OPUS 2 Congenital yes no
C32 F 11 9 R: AB Harmony Congenital yes no
C33 M 16 10 R: AB Harmony High fever yes no
C34 M 15 13 R: Med-El Congenital yes yes
C35 M 15 11 R: Cochlear Sprint Congenital yes no
C37 M 12 10 R: Cochlear N5 Jaundice no yes
C41 F 15 9 R: Cochlear N5 Unknown no yes
C49 M 11 8 R: Cochlear N5 Congenital no yes
C50 M 21 17 R: Cochlear N5 Gentamicin allergy no yes

Figure 1: Block diagram showing signal processing in the vocoders.

2. Methods
2.1. Subjects

Twenty NH subjects (college students) and 16 CI subjects
(listed in Table 1) were recruited. Of these, 16 NH subjects (S1-
16) and 11 CI subjects participated in Experiment 1; 7 NH sub-
jects (S14-20) and 11 CI subjects participated in Experiment 2.
Participation was compensated and all subjects gave informed
consent. All procedures were performed according to protocols
approved by the Shenzhen University’s ethical review board.

2.2. Vocoders

Fig.1 shows the vocoder processing procedure we used. Speech
sounds were bandpass filtered (6th-order Butterworth in Exper-
iment 1; 4th-order Butterworth in Experiment 2) in m channels
covering the frequency range of 80 to 7999 Hz. The filter cut-
off frequencies were defined by equally dividing the frequency
range according to Greenwood function [31]. The envelope in
each channel was computed by full-wave rectification and low-
pass filtering at 125 Hz (8th-order Butterworth). A carrier signal
was multiplied by the envelope, and the modulated outputs were
summed to synthesize the vocoded speech sounds which were
presented via a loudspeaker (see below). The carrier signal was
either a bandlimited white noise (filtered by the corresponding
bandpass filter for each channel) or a sine tone whose frequency
is at the center of the corresponding channel and whose initial
phase was random.

2.3. Stimuli and procedure

We used sentence material from two published speech databases
for Mandarin as it is spoken in mainland China: the Mandarin
speech perception (MSP) corpus [32] and the Mandarin hearing
in noise test (MHINT) corpus [33]. MSP includes 10 lists, each
with 10 sentences, each with 7 monosyllabic words recorded by
a female speaker; MHINT includes 12 test lists and 2 training
lists, each with 20 sentences, each with 10 monosyllabic words
recorded by a male speaker.

In Experiment 1 (Intelligibility), vocoded speech (channel
number m = 4, 8, 16, and 22) with sine-wave and noise carri-
ers, as well as original speech, was presented to the CI listen-
ers. Vocoded speech (channel number m = 4, 8, and 16) with
sine-wave and noise carriers was presented to the NH listeners.
Examples of electrodograms (based on one Cochlear product
user’s Advanced Combination Encoding strategy) and of spec-
trograms for 16 and 4 channel vocoded speech are shown in
Fig.2. For each condition, a MHINT test list (20 sentences) was
used to measure the word recognition scores. All conditions
were tested in a randomized order. In each trial, one sentence
was played, and could be repeated up to three times. The sub-
ject’s score for each sentence was the highest number of cor-
rectly identified words over the up to three presentations of the
sentence. No sentence was used in more than one trial for any
one subject.

In Experiment 2 (Quality), a two-alternative forced choice
task was used. In each trial, the subjects were instructed to click
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Figure 2: Examples of spectrograms (top) and electrodograms (bottom) of original and vocoded speech

on two buttons on a computer screen to play two sentences,
one of which was an original sentence, and the other was a
vocoded sentence. The subjects then had to judge which sen-
tence sounded more like natural speech. There were 8 compar-
ison pairs (2 carriers × 4 channel counts) including sine-wave
carrier and noise carrier version of original-vs-80ch, original-
vs-40ch, original-vs-22ch, original-vs-16ch. To reduce the po-
tential small influence of the bandpass filtering on the tempo-
ral domain features of the band signal, the “original” speech
was also filtered by the corresponding vocoder’s analysis fil-
ters and then the outputs were directly recombined to resynthe-
size the“original” speech stimulus for these experiments. For
each condition, 20 sentences were used, yielding 160 sentences
for each subject. The sentences were randomly selected from
a combined corpus consisting of 380 sentences from MHINT
and MSP. For all pair conditions and sentences, the presentation
order was randomized. All stimuli were presented at a comfort-
able level (approximately 70 dB A) through an audio interface
(Focusrite Scarlett 2i4) and a loudspeaker (YAMAHA HS5I)
placed in front of the subject with about 1 m distance from the
head in a sound-proof room.

2.4. Statistical analysis methods

For Exp.1, we performed repeated measures analysis of vari-
ance (rm-ANOVA). Because NH subjects did not perform tasks
under the conditions of vocoding with 22 channels and the orig-
inal condition, we conducted ANOVAs in two steps to address
the asymmetrical data-set. First, in order to compare the group
performance, we selected the data on the conditions with 4, 8,
and 16 channels, in which both of the two groups performed
the tasks, to perform a 2 (group)× 3 (channel) × 2 (vocoder)
ANOVA. Group (NH vs. CI) served as a between-subject factor.
Channel (4, 8, 16 channels) and vocoder (sine-wave vs. noise)
served as within-subject factors. Second, we performed a one-
way rm-ANOVA to analyze the NH data. The within-subject
factor included nine levels: original, sine-wave and noise with
4, 8, 16, and 22 channels respectively. Greenhouse-Geisser cor-
rection was used for nonsphericity, and Bonferroni correction
was used to correct for multiple comparisons.

For Exp.2, we compared observed counts of correct identi-

fication of the natural speech sample against the null hypothesis
that, if a subject were to choose randomly, they would iden-
tify the correct sentence on half of the trials on average, and
the number of correct choices observed would follow a bino-
mial distribution with N = 20 and p = 1/2. The probability
of observing 15 or more correct choices out of 20 by chance
is then as small as 0.0386. Consequently, subjects can be said
to significantly prefer one condition if their choices follow that
condition in at least 15 of the 20 trials (75%).

3. Results
Results from both experiments are illustrated in Fig.3.

Word recognition results from Experiment 1 are shown in
Fig.3(A).The 16 NH subjects got very high scores (91% to
100%) for both 16 and 8 channel conditions; their mean scores
with 4 channels were much lower (∼ 70%). The CI sub-
jects’ scores are much more variable, but most of them (7/11)
also achieved high scores (> 87.5%) for original speech and
8-to-22-ch vocoded speech; their mean scores with 4 chan-
nels were substantially lower (∼ 49% - 20%). The results of
2 × 3 × 2 (group × channel count × carrier) repeated mea-
sures ANOVA showed that there was a significant main effect of
group [F (1, 25) = 15.22, p < .001, η2

p = .38]. NHs showed
significantly higher mean accuracy (91.2%) on word recogni-
tion than CIs (73.4%). The main effect of channel count was
also significant [F (2, 50) = 178.19, p < .001, η2

p = .88].
The mean accuracy of word recognition was significantly lower
for stimuli with 4 channels (64.4%) compared to stimuli with
8 (89.7%) or 16 channels (92.8%). There was no significant
difference in the accuracy of word recognition between 8 and
16 channels. There was a significant interaction between group
and channel [F (2, 50) = 5.06, p < .05, η2

p = .17]. No other
effect was significant. The results of one-way repeated mea-
sures ANOVA on CIs’ data showed that there was a significant
main effect of the within-subject factor [F (8, 80) = 32.98, p <
.001, η2

p = .77]. The mean accuracy of word recognition was
significantly lower for stimuli with 4 channels (tone: 53.1%;
noise: 51.8%) compared to stimuli under other conditions (all
higher than 80%) among which there was no significant differ-
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Figure 3: Illustration of the mean intelligibility results with CI and NH subjects from Experiment 1 (A) and the boxplots of quality
results with CI subjects from Experiment 2 (B). In the abscissas, the vocoder conditions are denoted by channel number + carrier type
(S: sine-wave; N: noise). In (A), error bars show the ±1 standard error of mean. Significant differences (p < 0.001) are marked by an
asterisk.

ence in recognition accuracy.
In Experiment 2, all NH subjects consistently identified

the original sentences as more natural sounding in almost all
(1119/1120) trials, irrespective of channel count and carrier.
The identification results for the CI subjects are shown in the
boxplots of Fig.3(B). According to the previously defined bi-
nomial distribution, under most conditions (except 80ch-sine-
wave) most (≥ 8/11) CI subjects identified the original speech
as more natural significantly more often than expected by
chance. In the 80ch-sine-wave condition, 5/11 subjects failed
to identify the original speech as more natural often enough to
reach statistical significance. The variance among CI subjects
was large. Five CI subjects identified the original speech as
more natural in almost all trials, with no more than 5/160 mis-
takes, but other subjects found the task much more difficult.

4. Discussion
The present study tested the perception of CI simulated speech
in CI listeners. Two experiments respectively tested speech
recognition in quiet and naturalness preference in CI listeners
and NH control subjects.

For speech recognition, both groups showed asymptotic
performance with 8 channels for both sine-wave and noise
vocoders. This is consistent with previous channel number stud-
ies of CI simulation in NH subjects [2, 34]. Even though large
variances were found for CI subjects, half of the CI listeners
showed NH-comparable performance. One perhaps interesting
observation is that, with four channel vocoders, the best CI lis-
teners in our cohort obtained much higher scores than the worst
NH listeners in this acute test. It may be that CI listeners have
so much practice in interpreting sounds based on the tempo-
ral envelopes of only a modest number of bandpassed channels
that they can outperform naive NH subjects in conditions where
only temporal-envelope based speech information is available.
As for the carriers, even though noise vocoded and sine-wave
vocoded speech show obviously different spectrogram and elec-
trodogram patterns (see Fig.2), no significant difference was
found for either subject group in Experiment 1. This obser-
vation is consistent with the earliest sine-wave vocoder study
in NH subjects [2], and in line with the view that temporal en-
velope cues can be decoded by the auditory system for under-

standing speech in a quiet environment irrespective of the type
of carrier that they are imposed on.

For naturalness judgments, most subjects easily distin-
guished the original speech from the vocoded counterpart, even
in the 80-channel high resolution vocoded conditions. This in-
dicates that word recognition scores on their own may under-
estimate the vocoded sound perception abilities in CI listeners,
because our results indicate that CI users whose word recogni-
tion scores are similarly short of perfect for a set of natural and
vocoded speech samples nevertheless typically have little diffi-
culty in distinguishing which samples were natural speech and
which were vocoded.

Admittedly there are technical limitations in this initial
study. For example, the frequency allocations between the
vocoders and CI processors were not matched, and cascading
a vocoder and a CI speech processor could lead to additional
signal degradation when that mismatch is considerable. How-
ever, such potential mismatch issues are not likely to play a big
role in the cases where the number of vocoder channels is much
larger than the likely number of effective CI channels, as would
have been the case for our 40 and 80 channel vocoder signals.
Nevertheless, most CI users had little difficulty in distinguish-
ing normal from vocoded speech even at these very high num-
bers of vocoder channels, underscoring the somewhat “limited
realism” of vocoded sounds as a simulation of cochlear implant
hearing. Other aspects of vocoded speech perception in CI
users which may be worth investigating in future experiments
include, speech-in-noise perception, or the ability of CI users to
distinguish whether vocoded signals use noise carriers or sine-
wave carriers.
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