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Abstract

We compare speaker age estimation results obtained by human
listeners and a latest deep neural network (DNN) model to re-
veal differences in their estimation characteristics. A DNN
model can achieve high speaker age estimation performance
and is expected to be utilized in practical applications. Only a
few studies compared speaker-age estimation performance be-
tween human listeners and machine learning models. However,
the differences in their estimation characteristics have yet to be
revealed. Our experimental results reveal that the DNN model
performs comparable or superior to the listeners but is more
sensitive to elderly speech, acoustic characteristics, and lengths
of speech samples than the listeners. The results also reveal that
the speakers’ gender and some specific acoustic features nega-
tively affect the listeners’ estimation performance.

Index Terms: speaker age estimation, human versus DNN, es-
timation characteristics

1. Introduction

A high-performance automatic speaker age estimation has been
achieved by using deep neural networks (DNNs) [1-15], and
its application is expected in various fields of services, such
as forensics, age-dependent advertisements, and supporting call
center operations [16—18]. One concrete example of strong in-
terest is the call center. In conventional systems, a customer’s
age is manually estimated by a call center operator from the
customer’s telephone call. Automatic speaker age estimation
can support the operators by reducing their burden.

Many studies reported speaker age estimation performance
and characteristics obtained by human listeners [19-39]. Some
of them suggested that the listeners’ estimation error is about ten
years in a mean absolute error (MAE) [19-24]. Their estima-
tion characteristics based on some speaker- and listener-related
factors, such as their age, gender, and language were also re-
ported [19,23-32].

Only a few studies analyzed the difference in the estima-
tion performance between the listeners and the machine learn-
ing models using the same speech dataset [23,30], but the differ-
ences in the estimation characteristics are not revealed. Huck-
vale and Webb compared the estimation performance obtained
by their human participants and a support vector regression
(SVR)-based model [23]. They revealed that the MAEs ob-
tained by the participants and the SVR-based model were com-
parable. They also revealed a tendency that the MAEs for el-
derly speakers obtained by the model are more degraded than
the participants. However, the differences in estimation charac-
teristics between the listeners and the machine learning models
are not revealed. Because only MAEs obtained by the partici-
pants and the model were compared.

The differences in estimation characteristics between the
listeners and the machine learning model should be revealed.
We expect the DNN model to perform superior to the listen-
ers since modern DNN models estimate the speakers’ age more
accurately than conventional models; the modern DNN meth-
ods archived the estimation performance of about five years in
MAE [4,6,10-15]. However, there is a possibility that the ad-
vantages and disadvantages of the DNN model’s and the lis-
teners’ estimation are different, as reported in [23]. Also, it is
not revealed whether the listeners’ estimation characteristics re-
ported in conventional studies [19,23-32] are particular to the
listeners or not.

To reveal these unsolved questions, we create a novel in-
house dataset and analyze the differences in the estimation char-
acteristics between human listening participants and the lat-
est automatic speaker age estimation system. The dataset is
designed to contain simulated telephone calls between opera-
tors and customers, assuming the practical use of the automatic
speaker age estimation at the call center. We employ 21 call
center operators as the participants and the latest automatic age
estimation system based on a Transformer model [11], and com-
pare their age estimation results. In addition to comparing their
estimation performance, we reveal differences in their estima-
tion characteristics by comparing their misestimation tenden-
cies.

Our main findings in this study can be summarized as fol-
lows.

(1) The latest DNN model achieves comparable or surpassed the
estimation performance demonstrated by the listeners.

(2) However, compared with the listeners, the DNN model tends
to be more sensitive to short-time input speech, mismatches
between training and testing acoustic characteristics, and el-
derly speech.

(3) The speaker’s gender and some specific age-related acous-
tic features negatively affect the listeners’ estimation perfor-
mance.

2. Related works

Only a few studies analyzed the differences in speaker age es-
timation performance between the participants and the machine
learning models, by using same speech datasets for the partici-
pants and the model. Schotz compared human participants’ age
estimation performance with automatic age estimation based on
a classification and regression trees (CART) [30]. Schotz indi-
cated that the participants’ age estimation performance outper-
formed the CART-based model, achieving 8.89 and 14.45 in
MAES, respectively. However, there is a significant estimation
performance gap between the CART-based and modern DNN
models. On the other hand, Huckvale and Webb also compared
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their participants’ performance with the SVR [23]. They in-
dicated that the SVR-based model slightly outperformed the
participants, achieving 8.63 and 9.79 in MAEs, respectively.
They also showed that the MAEs were more degraded for el-
derly speakers than younger speakers by comparing the MAEs
per age group. Especially the MAE for the elderly speakers ob-
tained by the SVR-based model was more degraded than the
participants’ MAE. However, more detailed differences in the
estimation characteristics between the participants and the mod-
els were not revealed. Besides, their experiments were con-
ducted using speech datasets with restricted speaking styles,
such as isolated word utterances [30] and read speech [23].

In this paper, we conduct the speaker age estimation ex-
periments with the participants and the latest DNN model, and
analyze their estimation characteristics in addition to comparing
their estimation performance. Besides, we analyze the estima-
tion characteristics in practical environments by using simulated
telephone calls at the call center and employing the participants
who were experienced in the call center operation.

3. Speaker age estimation

We define three kinds of speaker age; the speaker’s chronologi-
cal age called “CA” [30], the speaker’s age perceived by human
listeners called “PA” [30], and the speaker age estimated auto-
matically by the machine learning model, which we call “EA”.

3.1. Speaker age estimation by human listeners

Speaker age estimation by human listeners is categorized into
two types based on the range of speaker age; numerical and
categorical estimations. In the numerical estimation [19-24],
the participants estimate the speaker’s age as one-year-step age
value. In the categorical age estimation [32,36], the participants
estimate the ages as categorical age labels, such as a five-year-
step age group [32] or more coarse age label (e.g., child, young
adult, middle-age, retired, and senior [36]).

We employ a five-year-step age class for our experiments.
According to conventional studies [19-24], human listeners’ es-
timation performance is about ten years in MAE. There is a
possibility that the numerical age estimation is too difficult for
human listeners, and it badly affects the listeners’ age estima-
tion performance. We consider the five-year-step age classes a
reasonable age range due to the humans’ MAE.

3.2. Automatic speaker age estimation by DNNs

Recent automatic speaker age estimation emploies numerical
age estimation [1-15] and is categorized into two types; regres-
sion [1-7] and classification [8-15].

We use a classification model that estimates the posterior
probabilities for O to 100 years old based on the state-of-the-art
method [11]. It is formulated as the estimation of numerical CA
y: from input acoustic feature sequence X; of i*" utterance; it
is defined as, g = >, P(k|X:, Q)k, where §; is the EA,
P(k|X;,9) is the posterior probability for each age class k €
[0,100], and 2 is a set of DNN parameters. ; is computed by
the expected value of the posterior [12—14].

The 2 is optimized with a stochastic gradient descent
algorithm on training speech samples with actual speaker-
age labels. Some recent studies trained the DNN model
based on the method of label distribution learning [8—14]
by using a soft target like a normal distribution A (k|y;,o?)
as an actual target.  We also use such a soft target
and define the loss function as a soft-target cross-entropy
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Figure 1: Gender and age distribution of Call center dataset
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Figure 2: Gender and age distribution of Short sentence dataset

L(P(X;,9),y:). The loss is defined as, L(P(k|X:,Q),v:)
— 3000 N (klyi, 02) log P(k| X, ), where o is a standard
deviation (SD) of the normal distribution.

4. Speaker age estimation experiments
4.1. Dataset

We created two different domain in-house speech datasets since
the DNN model sometimes is trained under mismatched condi-
tions between training and practical-use environments. Figure
1 and 2 show gender and age distributions of each dataset.

One is the Call center dataset comprises telephone calls
spoken by 532 Japanese speakers (305 females and 227 males)
from 11 to 89 years old. The speakers recorded according to
five scripted scenarios at the call center. One of the scenarios is
a telephone conversation between a customer and an operator.
The others are utterances for an interactive voice response Sys-
tem. This dataset contains five single-channel calls per speaker
that were recorded indoors using her/his smartphone device,
and only the speakers’ voices were recorded. All calls were
downsampled by quantizing at 16 bits and converting a sam-
pling frequency of 8k Hz. This dataset was randomly split into
training, validation, and test subsets without speaker duplica-
tion; there are 289, 76, and 170 speakers, respectively. The av-
erage speech length after removing non-voiced duration using
the voice activity detection (VAD) [40] is 35.25 seconds and its
SD is 31.85.

The other is the Short sentence dataset comprises the utter-
ances spoken by 3,904 Japanese speakers (2,220 females and
1,684 males) from 6 to 91 years old. This dataset contains
20 single-channel utterances per speaker that were recorded
indoors. All utterances were downsampled by quantizing at
16 bits and converting a sampling frequency of 8k Hz. This
dataset was randomly split into training, validation, and test
subsets without speaker duplication; there are 3,297, 355, and
352 speakers, respectively. The average speech length after re-
moving non-voiced duration using the VAD is 6.73 seconds and
its SD is 6.61.



Table 1: Automatic speaker age experiment performance ob-
tained by DNN; MAE (years old)/p

Short sentence dataset Call center dataset
Female Male Female Male
OD 4.87/0.94 5.15/0.94 | 8.56/0.78 8.27/0.81
ID  4.98/0.94 5.31/0.94 | 5.39/0.87 6.38/0.88

Table 2: Effect of segment length to MAE for Call center dataset

Test segment length (sec.)
5 10 20 30 full
Female OD | 10.00 937 9.70 9.44 8.56
ID 645 561 586 590 539
Male oD | 9.13 847 889 891 8.27
ID 723 640 6.52 654 6.38

4.2. Speaker age estimation experiment using DNNs

Method: We conducted automatic speaker age estimation ex-
periments using the transformer model. The model architecture
was determined referring to [11]. That is, the model has 13
WavLM transformer encoder layers of “WavLM Base +” [41],
five ECAPA-TDNN layers [42], an attentive statistics pooling
layer, two dense layers, and an output layer with a softmax func-
tion. The hyper-parameters of each layer were the same in [11].
We used RAdam optimizer [43] with settings 31 and B2 of 0.9
and 0.999, respectively, to optimize the model parameters. The
o of the loss was 3.6, the mini-batch size was 64, and the weight
of L2 regularization was le—4. The training speech samples
were randomly clipped as the segment of five continuous sec-
onds after removing non-voiced durations using the VAD [40] at
each epoch to make the mini-batches. Model training procedure
was split into two phases referring to [11]; first, the pre-trained
parameters of the WavLM model were frozen, and the other
parameters were trained with the initial and minimum learning
rates were le—4 and 1e—6, respectively. Then, all of the model
parameters were fine-tuned with the initial and minimum learn-
ing rates were le—5 and le—7, respectively. We used the same
learning rate decreasing strategy and the method of data aug-
mentation to the training subset (adding noises and revering us-
ing simulated room impulse responses) as the same in [15] All
hyper-parameters were determined by using the results of the
validation subset.

We set up two kinds of training conditions; the out-of-
domain (OD) and in-domain (ID) conditions. In the OD condi-
tion, the model training procedure used only the Short sentence
dataset. It was the out-of-domain condition of the Call center
dataset. In the ID condition, the procedure used both datasets.
It was the in-domain condition of the Call center dataset.

We evaluate the experimental results using the MAE and
Pearson’s correlation coefficient p between CA and EA.
Results: The results are shown in Table 1. Both models yielded
good estimation performance for the Short sentence dataset.
However, the performance of the OD condition did not better
than the ID condition for the Call center dataset. These per-
formance degradations were due to the domain mismatch be-
tween both datasets. It is known that differences in the acoustic
characteristics such as speaking style can degrade the perfor-
mance [8,9].

Table 2 shows the effect of test segment length to the MAEs
for the Call center dataset. Some studies reported that the esti-
mation performance is degraded in the case of the short-time in-
put samples [7,11,14,15]. Our results showed the same trends.
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Table 3: Experimental results of PA/EA for Call center dataset

C-MAE/MSD/ p

Estimator Female Speaker Male Speaker

Participant #01 (20s F)  1.58/1.49/0.79 1.61/1.31/0.82
Participant #02 30s F) ~ 1.38/1.21/0.76  1.62/1.21/0.81
Participant #03 (30s F)  1.37/1.12/0.76  1.69/1.19/0.80
Participant #04 30s F)  1.99/1.60/0.75 1.70/1.45/0.77
Participant #05 (40s F)  1.72/1.35/0.70  1.74/1.52/0.79
Participant #06 (40s F)  1.79/1.47/0.76  1.72/1.38/0.78
Participant #07 (40s F) 1.86/1.59/0.72 1.68/1.30/0.78

Participant #08 (40s F)
Participant #09 (40s F)
Participant #10 (40s F)
Participant #11 (50s F)
Participant #12 (50s F)
Participant #13 (50s F)
Participant #14 (50s F)
Participant #15 (50s F)
Participant #16 (60s F)
Participant #17 (30s M)
Participant #18 (50s M)
Participant #19 (50s M)
Participant #20 (50s M)
Participant #21 (60s M)

1.94/1.46/0.74
2.11/1.61/0.72
2.21/1.65/0.75
2.06/1.53/0.71
2.04/1.59/0.69
2.15/1.67/0.73
2.15/1.69/0.59
3.34/1.82/0.76
2.14/1.67/0.72
3.43/1.95/0.61
1.89/1.45/0.69
2.38/1.71/0.66
2.30/1.75/0.75
2.03/1.66/0.68

1.67/1.30/0.83
1.77/1.39/0.76
1.96/1.49/0.78
1.65/1.42/0.79
1.80/1.41/0.73
1.80/1.42/0.77
2.06/1.65/0.66
2.10/1.49/0.83
2.51/2.02/0.75
2.17/1.72/0.65
1.90/1.53/0.72
1.86/1.55/0.73
2.19/1.58/0.80
2.35/2.07/0.67

Participants’ Avg.
DNN (OD condition)
DNN (ID condition)

1.63/1.34/0.81
1.99/1.50/0.69
1.30/1.13/0.84

1.27/1.04/0.86
1.86/1.50/0.74
1.38/1.07/0.85

In particular, the MAEs were more degraded when the length of
test speech samples was five seconds; the MAEs were degraded
more 10% than the use of full length.

4.3. Speaker age estimation experiment by human listeners

Method: We conducted a speaker age estimation experiment
with 21 Japanese listening participants who were experienced
in call center operation (16 females and 5 males in their 20s—
60s); the details are shown in Table 3. They listened to the
calls included in the test subset of the Call center dataset using
headphones and labeled the speakers’ age-class and gender.
We defined 17 five-year-step age classes with age-class
numbers as “1. early teens or younger”, “2. late teens”, “3.
early 20s”, - - -, “16. late 80s”, and “17. 90 years old or older”.
To evaluate the estimation results of these age classes, we
define the “Categorical MAE (C-MAE)”, which is the MAE
between the age-class number of PA and CA. It is formulated
as, C-MAE = % Zfil |ci — ¢é;, where ¢; and é; € [1,17]
are the age-class number of CA and PA, and N is the number
of testing samples. One point in C-MAE approximates a five-
year period in the MAE. We also use the p value between the
age-class numbers of CA and PA. In addition, we evaluate the
mean SD of estimated error per the speaker (MSD) as intra-
estimator variability. The C-MAE per the spekaer (C-MAE;)
is defined as, C-MAE, = £ 3°_, |ys,; — @is,5, where s is
the speaker’s ID and j is the scenario’s ID. The MSD is defined

as, MSD = £ 2% /1 527 (C-MAE. — (g — 59))%
where S is the number of speakers.

Results: The results are shown in Table 3. The participants
estimated the speakers’ age with errors of 1.37-3.43 points in C-
MAE for the female speakers and 1.62-2.51 points in C-MAE
for the male speakers. The performance of PAs’ average also are
shown in Table 3, and there were better than each participant’s
performance. This is due to a phenomenon similar to ensemble
estimation in machine learning. Also, the MSDs were 1.12—
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Figure 3: C-MAEs per each age class for Call center dataset

1.95 points for the female speakers and 1.30-2.07 points for the
male speakers. We consider there are no outlier performance.

4.4. Comparison of experimental results by DNN model
and human listeners

The EAs were converted from numerical age value to the five-
year-step age class to compare with the participants’ categorical
age estimation performance. The C-MAEs, MSDs, and p values
between the age-class number of EA and CA are shown in the
bottom two rows of Table 3.

4.4.1. Comparison of experimental results

The DNN models showed comparable or superior performance
to the participants. The DNN model trained under the OD con-
dition outperformed by 57% of the participants (12/21) for the
female speakers and 38% of the participants (8/21) for the male
speakers. The DNN model trained under the /D condition out-
performed by 86% of the participants (18/21) for the female
speakers and all participants for the male speakers.

Figure 3-(a) and (b) show the C-MAEs for female and male
speakers, respectively, on each CA-class. Each bar indicates the
C-MAE of PA’s average and the DNN models trained under the
ID and OD conditions. The C-MAESs by the DNN models for
elderly speakers were more degraded than the younger speakers
as the same in [23, 24, 32]. Especially, the C-MAEs were more
degraded in the case of the OD condition than the /D condition.
These degradations were due to the small number of elderly
speakers in the training subset and the difficulty of estimating
elderly speakers’ age [23].
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4.4.2. Comparison of estimation characteristics between hu-
man listers and DNN model

We analyzed the differences in the estimation characteristics of
the DNN model trained under the /D condition and PAs’ av-
erage. Here, we defined large error as misestimation by more
than three age classes and small error as misestimation within
two age classes.

Difficult age estimation for human listeners: We found three
large misestimation characteristics of the listeners’ age estima-
tion. The participants tended to (1) underestimate the late 40s to
the late 60s female speakers’ age as the early 20s to the late 40s;
this result agrees with the findings of [27] and was confirmed in
Figure 3-(a), (2) overestimate the male speakers’ age as elderly
if the participants captured age-related features such as hoarse
voice, and (3) underestimate the late 30s to the late 40s male
speakers’ age as the early and late 20s if they did not capture
distinct age-related features. On the other hand, 70 % of the
large error samples obtained by the participants were estimated
as small errors obtained by the DNN model. There is a possi-
bility that such characteristics are particular to human listeners.
Difficult age estimation for DNN model: The DNN model
tended to be sensitive to the difference in acoustic characteris-
tics between training and testing samples. The mismatches of
the acoustic characteristics between training and testing sam-
ples degrade the estimation performance as shown in Table 1
and conventional studies [8,9]. Human listeners also need to be-
come familiar with the speaker age estimation, however, there
is a possibility that they are not so sensitive to the difference in
the acoustic characteristics, like the DNN model.

As discussed in Section 4.2, the MAEs obtained by the
DNN model tended to be degraded on short utterances. Al-
though the borderline length depends on the experimental setup
and dataset, the estimation performance by the DNN model is
degraded when the length of the test sample is 5-15 seconds or
shorter. However, we received a report in our experiment that
the participants could label the speakers’ age and gender by lis-
tening to about the first 10 to 15 seconds of the samples. This
suggests that human listeners can better estimate the PA even if
the speech samples are short compared to the DNN models.

5. Conclusion

We compared speaker-age estimation performance and charac-
teristics obtained by human listening participants and the latest
DNN model. A practical use of automatic speaker age estima-
tion is expected to be achieving high estimation performance by
using DNNs. We assumed the concrete example of a call cen-
ter application, in which the DNN model substituted for a call
center operator to estimate a customer’s age from her/his tele-
phone call. Using our in-house simulated call center dataset,
we compared the speaker age estimation results obtained by the
latest DNN model and the participants who were experienced in
the call center operation. Our experiments yielded the follow-
ing findings; (1) the latest DNN model achieved comparable or
superior estimation performance to the listeners. (2) However,
compared with the listeners, the DNN model tended to be more
sensitive to elderly speech, mismatches the acoustic characteris-
tics between training and testing, and lengths of speech samples.
(3) The speakers’ gender and some specific age-related acoustic
features badly affected the listeners’ estimation performance, In
future works, we intend to compare the estimation performance
and characteristics between the call center operators and non-
operators and analyze the full detail.
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