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Abstract

We present a new adversarial training method called General-purpose adversarial training (GPAT) that enhances the performance of automatic speech recognition models. In GPAT, we propose the followings: (1) a plausible adversarial examples converter (PAC); (2) a distribution matching regularization term (DM reg.). Compared to previous studies that directly compute gradients with respect to the input, PAC incorporates non-linearity to achieve performance improvement while eliminating the need for extra forward passes. Furthermore, unlike previous studies that use fixed norms, GPAT can generate similar yet diverse samples through DM reg. We demonstrate that the GPAT elevates the performance of various models on the LibriSpeech dataset. Specifically, by applying GPAT to the conformer model, we achieved 5.3% average relative improvements. With respect to the wav2vec 2.0 experiments, our method yielded a 2.0%/4.4% word error rate on the LibriSpeech test sets without a language model.

Index Terms: speech recognition, adversarial training, data augmentation

1. Introduction

Automatic speech recognition (ASR) has made significant progress thanks to the development of model structures such as transformer [1] and conformer [2], and pre-training strategies such as self-supervised learning (SSL) [3–6]. However, it is important to note that deep-learning based models tend to overfit quickly and require a considerable amount of training data [7]. To overcome this issue and ensure high accuracy, several data augmentation techniques have been proposed. For instance, time-domain augmentations [8] modify the sampling rate of an input, whereas simulation-based data augmentation involves adding noise [9], using a room impulse response function to simulate point sources spread in space [10], or vocal tract length perturbation [11]. Moreover, SpecAugment [12], which demonstrates promising performance, has been proposed by masking the time and frequency axes of a mel spectrogram. Additionally, synthetic data and adversarial examples have been suggested for data augmentation [13–21].

Meanwhile, several studies have been conducted to enhance the generalization of models using adversarial examples in various domains. [14, 15] improved image classification and object detection using adversarial examples. [16] applied adversarial training to natural language processing (NLP) and achieved better accuracy. [19] proposed virtual adversarial training (VAT) [20] can improve ASR performance. [21] also demonstrated that adversarial training can improve ASR performance in accentened speech. The previous studies demonstrated that adversarial training can enhance performance in various domains. However, in order to perform a single update through adversarial training, an extra forward pass is necessary to obtain adversarial examples, resulting in a increase in training time. Additionally, obtaining adversarial examples requires a direct calculation of gradients with respect to the inputs, which limits the potential for performance enhancement [22] and fixed norms are utilized in order to obtain adversarial examples which is not suitable for the sequential data.

To address this issue, we propose general-purpose adversarial training (GPAT), a simple method that can utilize adversarial examples for data augmentation to enhance the generalization of the ASR models. As shown in Figure 1, GPAT has two novel components: (1) a plausible adversarial example converter (PAC) that converts clean examples into adversarial ones and feeds them as training data for the ASR model; (2) a distribution-matching regularization term (DM reg.) that is designed to alleviate the distribution mismatch problem [14]. Compared to previous studies that obtained adversarial examples by directly calculating gradients with respect to the inputs, GPAT utilizes PAC with non-linearity, enabling further enhanced performance. Moreover, generating adversarial examples through the use of PAC does not require repetitive forward passes. Additionally, by utilizing DM reg., distribution mismatch problem between adversarial and clean examples [14] addressed, thus allowing for stable training.

We apply GPAT to self-supervised models and attention-based encoder-decoder (AED), demonstrating improved performance through adversarial training with GPAT in general situations. For example, AED model trained with GPAT achieved
2.2%/5.0% word error rate (WER), beating its vanilla counterpart by 4.5%/3.8% relative reduction on the LibriSpeech [23] test-clean and test-other subsets. The improvement achieved by GPAT was more notable when applied to the self-supervised models. GPAT helped wav2vec 2.0 BASE gain a relative average improvement of 7.7% on the LibriSpeech two subsets.

2. Adversarial training

Adversarial training, which trains the target network with adversarial examples, usually focuses on defending against adversarial attacks [24]. However, recent studies have shown that adversarial examples are useful for data augmentation and enhance model performance. For example, [14] showed that adversarial examples with a similar distribution to clean ones can improve model generalization. [16] applied adversarial training to NLP and achieved better standard accuracy. Moreover, adversarial training for data augmentation in ASR is usually studied for specific situations. [17] showed that adversarial training can bring better accuracy to disordered speech. Other studies have demonstrated that adversarial training is helpful in situations with noisy [18] or accent [21] speech. In general situations, the application of VAT as a form of data augmentation by [19] led to improved ASR performance.

However, previous studies have required the computation of gradients with respect to the input in order to obtain adversarial examples. Consequently, obtaining adversarial examples requires additional forward passes, leading to a significant increase in training time. Additionally, as direct gradient calculation with respect to the input lacks non-linearity, the potential for performance improvement may be limited [22]. Additionally, adversarial noise that is added to clean input is unsuitable for the sequential data due to the utilization of a fixed norm.

3. Proposed method

We introduce GPAT as a method of achieving improved performance without the need for additional forward passes in adversarial training. This framework comprises two key components: (1) PAC, which transforms clean examples into adversarial examples, and (2) DM reg., a regularization term that facilitates the generation of adversarial examples by the PAC while preserving a similar distribution as clean examples. In Sec. 3.1, we present the conventional adversarial training method, VAT, while Sec. 3.2 delves into the PAC. In Sec. 3.3, we introduce the training of the PAC with DM reg.

3.1. Virtual adversarial training

Virtual Adversarial Training (VAT) is a technique that calculates adversarial perturbations (also known as noise) represented by the vector \( r_{adv} \), which is applied to the input \( x \), to create an adversarially enriched input \( x_{adv} \). The selection of \( r_{adv} \) involves a small perturbation in the direction that maximally increases the loss of the model. The magnitude of this adversarial noise is a hyperparameter. The VAT regularization loss is determined by the Kullback–Leibler divergence (KLD) [25] between the predictions:

\[
R_{VAT} = \text{KLD}(y|g(x_c), y|g(x + r_{adv})). \tag{1}
\]

When applying VAT to the sequential data in [19], the noise tensor \( r_{adv} \) has the same dimensions as \( x \). To ensure the stability of the gradient used in the generation of \( r_{adv} \), they calculated it with respect to the teacher-forced training of the target variable \( y \). However, direct calculation of gradients with respect to the inputs limits the potential for performance enhancement. And since they compute the adversarial noise while keeping the norm fixed, the intensity of the noise would vary depending on the sequential data. Furthermore, an additional forward pass is required to compute the adversarial noise.

3.2. Plausible adversarial examples converter

To eliminate redundant forward passes and introducing non-linearity, we propose a plausible adversarial examples converter (PAC). PAC is a simple network that transforms clean examples into adversarial ones. As illustrated in Figure 1, the PAC is composed of six blocks, where the block module consists of 1d-Conv, layer-norm, and GELU activation. There are a negligible number of parameters for network training, for example, 0.1% more parameters than the baseline on wav2vec 2.0 LARGE. In the test step, this additional auxiliary network is dropped and we only use the baseline model for inference. Compared to the conventional method of directly computing gradients with respect to the input, PAC incorporates non-linearity to generate adversarial examples, resulting in greater performance improvement. Additionally, the PAC is capable of generating adversarial examples without requiring any additional forward passes on the target network.

3.3. Distribution-matching regularization

We improve the generalization of ASR models by extending the adversarial loss with a new distribution-matching regularization term denoted by DM reg. As previously mentioned, the conventional approach requires a hyperparameter to determine the norm of the adversarial noise, which remains fixed regardless of the length of the sequential data (e.g., time), resulting in varying noise intensity. To address this issue, we use DM reg. to ensure that the adversarial examples generated by PAC are implicitly similar to clean examples. The term is formulated as follows:

\[
R_{DM} = \frac{1}{NT} \sum_{n=1}^{N} \sum_{t=1}^{T} |PAC(x_{cnt}^{nt}) - x_{cnt}^{nt}|^2 \tag{2}
\]

where \( x_{cnt}^{nt} \) represents the features for each sample \( n \) and each time step \( t \). In addition, \( N \) denotes the sample number of the mini-batch and \( T \) is the total time step of each sample. Since

<table>
<thead>
<tr>
<th>Settings</th>
<th>wav2vec 2.0 BASE</th>
<th>wav2vec 2.0 BASE + GPAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER(%)</td>
<td>3.40 / 8.56</td>
<td>3.21 / 8.23</td>
</tr>
</tbody>
</table>

Figure 2: Loss landscape of wav2vec 2.0 BASE with or without GPAT on LibriSpeech 960 h. The models are trained on LibriSpeech 960 h labeled dataset. Visualization tools are provided by [26].
the role of DM reg. is to make the adversarial examples similar to clean ones, it can also be achieved using KLD. The PAC should generate hard samples for the target network with a similar distribution to that of clean samples. Hence, the final loss function of the PAC, including DM reg., can be expressed as follows:

$$L_{PAC} = -L_{target} + \alpha R_{DM}$$

(3)

where $L_{target}$ is the target network loss function such as connectionist temporal classification (CTC) loss [27]. Also, $\alpha$ is a hyperparameter to scale the adversarial loss and DM reg.

As shown in Table 1 and Figure 2, the model trained with GPAT obtained a flatter loss landscape and low WER on LibriSpeech dataset, which is commonly used for estimating the general performance. These results exhibited that GPAT allows the target model to smooth out diverse directions of the decision boundary. GPAT algorithm is summarized in Algorithm 1.

Algorithm 1: Pseudo code of adversarial training using GPAT

Data: A set of clean audio with labels;
Result: Network params $\theta$;
for each training step do
  Sample a clean audio mini-batch $x_c$ with label $y$;
  Convert clean batch into adversarial batch $x_a$;
  Compute DM reg. according to Eq. 2.
  Compute $L_{c}(\theta, x_c, y)$ on clean mini-batch;
  Compute $L_{a}(\theta, \theta_{pac}, x_a, y)$ on adversarial batch;
  Minimize the target loss w.r.t network params
  $\arg\min_{\theta} L_{c}(\theta, x_c, y) + L_{a}(\theta, x_a, y)$;
  Minimize the PAC loss in Eq. 3. w.r.t PAC params
  $\arg\min_{\theta_{pac}} -L_{a}(\theta_{pac}, x_a, y) + \alpha R_{DM}(\theta_{pac}, x_a, x_c)$.
end
return $\theta$

4. Experiments

To verify GPAT can enhance the ASR model generalization, we used the LibriSpeech dataset, which contains 960 h of speech from public-domain audiobooks. We applied GPAT to attention-based encoder decoder (AED) and self-supervised models. Also, we trained for 100 h and 960 h to show that GPAT can be applied regardless of the amount of data. We utilized the implementation from ESPNet [28] for the AED models. We employed the self-supervised model implementations from fairseq [29] and UnilM [30]. For a fair comparison, we adopted the same hyperparameters with or without GPAT throughout the training procedure and followed each recipes setting. All the ASR models were evaluated without a language model. We presented GPAT results in Sec. 4.1. We presented the analysis, including comparisons with other augmentation methods, data visualization, and ablation study, in Sec. 4.2. Experiments with 100 h dataset were performed on 4 NVIDIA A100 40GB GPUs and large dataset were performed on Amazon SageMaker using ml.p4d.24xlarge instance.

4.1. Results of the LibriSpeech corpus

4.1.1. Attention-based encoder decoder model results

First, we studied the effectiveness of GPAT in the AED models. We adopted 18-layer transformer-based and conformer-based encoders along with a 6-layer transformer-based decoder. We utilized 80 dimension log mel spectrogram features with delta and double-delta stacking. Setting the encoder dimension to 512, we applied SpecAugment [12] and speed perturbation [31] to all speech samples. The PAC was placed next to the log mel spectrogram. Therefore, the PAC receives the log mel spectrograms as input and provides difficult input features to the target network. We tokenized label sentences as 500 subwords with sentencepiece [32]. The model checkpoint for each epoch was saved, and the final model was produced by averaging 10 check-points with the best validation accuracy. For training stability, a near-identity initialization is required for the PAC. Thus, we first ran 10 epochs for 100 h and 1 epoch for 960 h to the PAC using the DM reg only. We chose $10^3$ as the scale parameter $\alpha$. Note that $\alpha$ matches the scale between the two loss terms. We used a large number as a scale parameter because of the scale gap between the adversarial loss and DM reg. We trained the PAC using Adam [33] with a learning rate of 0.001. The WERs of the recognition models are reported in Table 2 on the two official dev and test sets. We achieved superior performance compared with the baseline. Especially in 100 h training, we obtained an absolute WER reduction of 1.9% on the transformer. For LibriSpeech 960 h in conformer based model, we obtained an average performance improvement of 5.3%.

4.1.2. Self-supervised Model Results

We adopted GPAT for self-supervised models, which have been studied extensively recently. We followed the hyperparameter settings of each paper and performed fine-tuning with CTC loss on a pre-trained model. We tokenized label sentences as characters. We utilized the best validation accuracy model as the final model. The architecture of the self-supervised model typically consists of a feature extractor (e.g., a CNN) and an encoder (e.g., a transformer). As the feature extractor was not trained during fine-tuning, its output was the actual input in the fine-tuning stage. Therefore, we placed the PAC next to the feature extractor, and the remaining settings were the same as those in

<table>
<thead>
<tr>
<th>Method</th>
<th>clean dataset</th>
<th>other clean</th>
<th>other test</th>
<th>Relative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transformer</td>
<td>100 h</td>
<td>10.8</td>
<td>25.0</td>
<td>11.3</td>
</tr>
<tr>
<td>960 h</td>
<td>4.8</td>
<td>11.2</td>
<td>5.0</td>
<td>10.9</td>
</tr>
<tr>
<td>conformer</td>
<td>100 h</td>
<td>8.3</td>
<td>21.4</td>
<td>8.6</td>
</tr>
<tr>
<td>960 h</td>
<td>5.2</td>
<td>11.4</td>
<td>5.1</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Table 2: WER on the LibriSpeech dev/test sets without language model when applying GPAT method.

<table>
<thead>
<tr>
<th>Method</th>
<th>fine-tuning dataset</th>
<th>clean</th>
<th>other</th>
<th>Relative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wav2vec 2.0 Base</td>
<td>100 h</td>
<td>6.1</td>
<td>13.5</td>
<td>6.1</td>
</tr>
<tr>
<td>960 h</td>
<td>3.2</td>
<td>8.9</td>
<td>3.4</td>
<td>8.5</td>
</tr>
<tr>
<td>conformer</td>
<td>100 h</td>
<td>3.3</td>
<td>6.5</td>
<td>3.1</td>
</tr>
<tr>
<td>960 h</td>
<td>2.1</td>
<td>4.5</td>
<td>2.2</td>
<td>4.5</td>
</tr>
<tr>
<td>wav2vec 2.0 Large</td>
<td>100 h</td>
<td>5.9</td>
<td>14.5</td>
<td>6.1</td>
</tr>
<tr>
<td>HuBERT Base</td>
<td>100 h</td>
<td>4.2</td>
<td>9.6</td>
<td>4.2</td>
</tr>
<tr>
<td>wav2vec 2.0 Large</td>
<td>100 h</td>
<td>5.4</td>
<td>12.9</td>
<td>5.3</td>
</tr>
<tr>
<td>960 h</td>
<td>3.0</td>
<td>8.2</td>
<td>3.1</td>
<td>8.2</td>
</tr>
<tr>
<td>conformer</td>
<td>100 h</td>
<td>3.1</td>
<td>6.3</td>
<td>3.1</td>
</tr>
<tr>
<td>960 h</td>
<td>2.0</td>
<td>4.3</td>
<td>2.0</td>
<td>4.4</td>
</tr>
<tr>
<td>wav2vec 2.0 Large</td>
<td>100 h</td>
<td>5.4</td>
<td>13.9</td>
<td>5.6</td>
</tr>
<tr>
<td>HuBERT Base</td>
<td>100 h</td>
<td>4.0</td>
<td>9.3</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Table 3: WER on the LibriSpeech dev/test sets without language model when applying GPAT method. * denotes our re-implementations.
Table 4: Comparison with other augmentation methods. We utilized LibriSpeech 100 h fine-tuned wav2vec2 BASE model.

<table>
<thead>
<tr>
<th>Method</th>
<th>dev clean</th>
<th>test clean</th>
<th>Relative</th>
<th>Train time (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (No aug)</td>
<td>6.0</td>
<td>13.0</td>
<td>6.4</td>
<td>14.9</td>
</tr>
<tr>
<td>+ SpecAug</td>
<td>6.1</td>
<td>13.5</td>
<td>6.1</td>
<td>13.3</td>
</tr>
<tr>
<td>+ RIR</td>
<td>6.0</td>
<td>14.8</td>
<td>6.3</td>
<td>14.7</td>
</tr>
<tr>
<td>+ SpecAug + VAT</td>
<td>5.5</td>
<td>15.5</td>
<td>5.7</td>
<td>15.7</td>
</tr>
<tr>
<td>+ SpecAug + GPAT</td>
<td>5.4</td>
<td>12.9</td>
<td>5.3</td>
<td>12.4</td>
</tr>
</tbody>
</table>

The ablation study as shown in Table 5. We fine-tuned the wav2vec2 BASE model using the LibriSpeech 100 h subset. As shown in Table 5, using only adversarial loss, the output of the PAC was the same as the input after a few epochs. Thus, the performance improvement was lower than that of GPAT because of the lack of diversity. We could boost the recognition model by employing adversarial loss and DM reg. In summary, GPAT with the addition of non-linearity outperformed other methods and achieved the highest level of performance without using fixed norm noise.

4.2.2. Visualization

To demonstrate that our method can generate more diverse adversarial examples compared fixed norm noise used in VAT, we visualized the adversarial augmented samples using t-SNE [34]. We used a wav2vec2 BASE 100 h fine-tuned model for the experiments, and since the adversarial examples were generated in every epoch, we visualized all generated data. We randomly sampled 200 utterances from the training set and performed t-sne after padding to match the shape of the data to the longest utterance. Since VAT uses fixed norm noise, it generated data on a fixed distance sphere. As a result, Figure 3 exhibited that VAT generated monotonous samples. In contrast, our method generated diverse samples by not limiting adversarial noise with a fixed norm and using DM reg. to make adversarial examples similar to clean ones. This makes the decision boundary more distinguishable, resulting in a flatter loss landscape as shown in Figure 2 and better performance improvement.

4.2.3. Ablation Study

To isolate the effects of the PAC and DM reg., we conducted an ablation study as shown in Table 5. We fine-tuned the wav2vec 2.0 BASE model using the LibriSpeech 100 h subset. As shown in Table 5, using only adversarial loss, we could not achieve performance improvement because distribution matching was not guaranteed. When using only DM reg., we could improve the model performance. However, we observed that without adversarial loss, the output of the PAC was the same as the input after a few epochs. Thus, the performance improvement was lower than that of GPAT because of the lack of diversity. We could boost the recognition model by employing adversarial loss and DM reg. In summary, GPAT with the addition of non-linearity outperformed other methods and achieved the highest level of performance without using fixed norm noise.

5. Conclusion

Previous studies have commonly used adversarial examples for specific situations. However, they generated adversarial examples using fixed norm, which is not suitable for the sequential data, along with additional forward passes. Moreover, the absence of non-linearity in generating adversarial examples constrained the enhancements in performance. Here, we offer a different perspective: by using the PAC, we introduced non-linearity and eliminated the need for additional forward passes, enabling faster learning, and by using DM reg., we generated adversarial examples that are similar to clean samples without fixed norm. Through extensive experiments, we demonstrated that GPAT can be applied not only to AED models but also to recently proposed self-supervised models. Moreover, we confirmed that our method achieves significant performance improvement compared to other augmentation methods and generates similar yet diverse samples through visualization.
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