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Abstract

In speech separation, there have been a limited number of
prior works for an unknown number of speakers in a speech
mixture. To address this situation, one simple solution is to
constitute the sufficient number of output channels greater than
or equal to the expected number of speakers and ignore invalid
outputs containing meaningless signals when the number of
speakers is less than the output channels. To detect such invalid
outputs, it is an ideal scenario for the meaningless signals to be
muted.

In this paper, we investigate several training methods by
which separation models can mute the invalid outputs. We first
introduce an on-the-fly data mixing scheme adding small random
noises to the speech mixtures. As a training criterion, we analyze
why the well-known scale-invariant signal-to-noise ratio is not
suitable for muting the invalid outputs because of its power
amplification problem and also explain why we use the signal-
to-noise ratio criterion to avoid the problem.

Index Terms: mute-expressive, speech separation, random si-
lence mixing, scale-invariant signal-to-noise ratio, power ampli-
fication problem

1. Introduction

Monaural speech separation is a method for estimating individ-
ual speech spoken by different speakers from a single-channel
speech mixture [1-5]. End-to-end speech separation (E2E-SS)
is one of the main research areas in monaural speech separation,
in which separation models are directly trained by waveform
speech signals [6—14]. In general, most of E2E-SS researches
assume that the number of speakers in the mixture is fixed and
known in advance and this assumption is a cause of hindering
the broad use of speech separation.

Recently, there have been a limited number of prior works
to cope with the condition that the number of speakers in the
mixture is unknown. In [15, 16], single speech is separated at a
time with sequential forward passes in a recursive way. However,
in this method, a certain stopping criterion is required. In [17],
multiple models having different number of output channels
are trained first. At inference time, the number of speakers
is detected to select a proper model having same number of
output channels. In [18], the authors use an attractor network
to determine the number of speakers, which provides additional
information for speech separation. Also, in [19,20], when the
number of speakers is less than the pre-defined number of output
channels, the authors suggest a single model-based approach
by ignoring the invalid outputs of silent channels containing
meaningless signals with certain thresholding methods. This
is one of the simple ways to address the unknown number of
speakers in the mixture. However, this approach also requires

additional procedures to find and apply a proper threshold value.

As mentioned earlier, the prior works for the unknown num-
ber of speakers require additional procedures, models, or network
modules. In this paper, we investigate several training methods
that can allow E2E-SS models to effectively mute the invalid
outputs for an unknown number of speakers. This investigation
aims to achieve competitive detection performance by enabling
straightforward detection and rejection of the invalid outputs by
muting them with minimal additional efforts.

For training data, we first introduce a simple data mixing
scheme called “random silence mixing” (RSM) randomly re-
placing speech sources with small random noises to simulate a
mismatched condition where the number of speakers is less than
the number of output channels. Also, as a training criterion, the
scale-invariant signal-to-noise ratio (SI-SNR) has been widely
used for speech separation. However, the SI-SNR has a problem
gradually amplifying the power of output signals while training,
making it unsuitable for muting the invalid outputs. In addition,
due to the problem, an additional amplitude normalization pro-
cess is required. Typically, the normalization process is done
by dividing an output signal by its maximum absolute sample
value. Unfortunately, if invalid outputs are not properly ignored,
the normalization process can hugely amplify small and mean-
ingless signals. To identify the cause of the power amplification
problem leading to the aforementioned issues, we analyze the
gradient of the SI-SNR. As far as we know, this is the first work
to report and analyze the problem. In order to address the issue
of power amplification and properly mute the invalid outputs, we
use the conventional signal-to-noise ratio (SNR) with the RSM
scheme as a power-preserving training criterion. This training
combination allows for invalid outputs to be muted, or to remain
as small signals even if they are not muted.

The remainder of this paper organized as follows: In Section
2, we first briefly describe the pipeline of speech separation.
Afterward, we introduce the RSM scheme, analyze how SI-SNR
causes the power amplification problem, and explain why we
replace the SI-SNR with the SNR. Section 3, we demonstrate the
power amplification phenomenon that interferes with muting the
invalid outputs through actual waveforms, spectrograms, and a
prediction-to-target signal power ratio curve in dB scale. We also
compare separation performances between the SI-SNR and the
SNR with the RSM applied to both. In addition, invalid output
detection rates are reported in this section. Finally, in Section 4,
we summarize this paper.

2. Methodology
2.1. Speech Separation Pipeline

The general goal of speech separation is to estimate individual
speech sources s; € RT*!, where i € [1, ..., S], from a speech
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Figure 1: Block diagram of SepFormer-based speech separation.

mixture which is defined as © = Zle «;8;, where o; and S
denote a randomly assigned scaling factor for mixing and the
number of speakers.

There have been various approaches for E2E-SS and
masking-based speech separation is one of the most reliable
methods which generate mask information for each output chan-
nel. In this paper, we use a masking-based speech separation
model with SepFormer as shown in Figure 1 [21].

2.2. Random Silence Mixing

For training, the speech mixture is typically made up of the sum
of the speech sources, where the number of speakers S is equal
to the number of output channels C'. However, with this speech
mixture, the E2E-SS models are not able to learn how to mute
the invalid outputs when S < C'. To simulate the mismatched
condition, in [20], the authors use predefined two- and three-
speaker mixture training sets with white Gaussian noise having
relatively low power compared to the speech sources. For pro-
cedural simplification, in this paper, we introduce an on-the-fly
data mixing scheme called random silence mixing (RSM) instead
of preparing separate training sets. The RSM only utilizes the
speech mixtures that meets the condition S = C' and randomly
substitutes the speech sources with small white Gaussian noises.
By the RSM, the modified speech mixture is defined as:

C
_ _ — Si,
r = E «;8;, 8 =

P Be,

where 7); is a sampled value drawn from a uniform distribution
U(0,1), p denotes a fixed probability for assigning real speech
sources, J is a fixed scaling factor for silence, and € is a 1 X
T vector whose values are randomly drawn from a Gaussian
distribution A/ (0, 1). Note that we assign at least one real speech
source to & and there is no need to calculate relative power
for silence. With &, we can instantly augment training speech
mixtures from 1- to C-speakers. In the following, the source
index i is omitted for brevity.

ifn; <p
otherwise

&)

2.3. Power Amplification Problem of SI-SNR

The SI-SNR has been widely used for a learning criterion to esti-
mate the various types of target signals including speech [7,8,22].
However, it has a problem that gradually amplifies the power of
the output speech much greater than the target speech. There-
fore, the output speech by the SI-SNR requires further amplitude
normalization causing the series of problems as mentioned in
Section 1. Also, this problem interferes with muting the invalid
outputs in speech separation. In this section, we analyze how the
SI-SNR criterion causes the power amplification problem during
training according to its gradient.
The SI-SNR-based learning criterion is defined as:

le[?

e
(V]

Lsisng = —101log 2

™

3765

Figure 2: lllustration of error signals at a network output layer
of SI-SNR in descent direction.

%s is a scaled version of target speech and
€ = § — §is a error vector between the scaled target speech and
the predicted output speech of the separation model. As shown
in (2), the SI-SNR criterion scales the amplitude of the target
speech and it makes the output speech power unpredictable. As
described earlier, the power of the output speech tends to be
much greater than the target speech and this phenomenon can
be explained by analyzing the gradient of (2). At first, we define

the gradient descent-based parameter update rule as follows:

OLsisne 08
08 0O

where s =

®+—0-—1n 3)
where ® denotes the parameter set of the speech separation
model. Generally, % is called the error signal at the output
layer, which is back-propagated to lower layers to update the
model parameters. The error signal can be divided into two terms

as follows:

ILsisxe _ 910log, ||e]]*  910logy, |[3]?
08 08 08 '
The first term on the right-hand side of (4) generates gradient to
decrease the distance between s and § as shown below:
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In the manner of gradient descent, (8) just tries to minimize the
distance between 8 and S. However, the second term on the
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Figure 3: Comparisons on output waveforms and spectrograms.
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Figure 4: Output-to-target power ratio curve of the SI-SNR in
dB scale while training. Transparent and thick line indicate raw
and smoothed curve with a factor of 0.9 for a better observation.

right-hand side of (4) works in a different way when we observe
its gradient which is given by

sTs
_ 910log,o llslI? _ 10108, IS’ ©)
08 N 08
0101log L.sTs 2||s| 2
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By omitting the term independent of 8, (10) can be simplified
into

_ 010log,,(s"8)* _ —2r
08 ~ sTs

an

S.

As shown in (11), the error signal obtained from —10 log;, ||3]||?
has no proper relation with & except for its scale =2Z. For more
detailed explanation, the error signals of (4) in descent direction
is shown in Figure 2. As can be seen in Figure 2, the error
signal of 101og,, ||€||* makes § get close to 3. Contrarily, the
error signal of —101log;, ||5|| continuously amplify the § in the
direction of s. This power amplification problem disrupts muting
the invalid outputs and we demonstrate this experimentally.
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2.4. Power-Preserving Learning Criterion

To avoid the power amplification problem, we consider the sim-
ple signal-to-noise ratio (SNR) learning criterion given by

1

|le[?

Lsnr = —101ogy (12)

where e = s — §. As shown in (12), the SNR does not modify
the power of the target signal s and only makes $ get close to
s. Thus, to train a mute-expressive speech separation model, we
apply the SNR with the RSM scheme.

3. Experiments
3.1. Experimental Setup

We perform experiments on one-, two-, and three-speaker speech
separation on LibriMix, an open source dataset for clean and
noisy speech separation [23]. Training mixture is constructed
by train-clean-360 data in Librispeech [24]. 50,800 and
33,900 utterances are used for training our separation models
with two- and three-channels. For testing, 2,000 utterances are
used for one-speaker and 3,000 utterances are used for each two-
and three-speaker mixture, respectively. We use 8kHz wave
data. For detailed information on data configuration, please refer
to [23].

All experiments are conducted on the SpeechBrain toolkit
[25]. We use pre-trained SepFormer-based E2E-SS models also
provided in SpeechBrain, which were trained by WSJO0-2 and
-3mix [26]. The SepFormer models have 2 blocks of dual path
module with 8 layers for each intra- and inter-transformer. A
kernel size of 16 and 50% stride are used for 1-D CNN-based
encoders and transposed 1-D CNN-based decoders. For masking
operation, ReLU activation is used. We use an Adam optimizer
and initial learning rate is set to 1e-4 which is further controlled
by the ReduceLROnPlateau scheduler with a patient factor
of 4 and a decaying factor of 0.5. We utilize the utterance-level
permutation invariant training (u-PIT) scheme [20,27]. For the
RSM, p and g are set to 0.7 and le-7, respectively.



Table 1: Comparison of SI-SNR / SI-SNRi performance on clean

speech condition.

Number of speakers in a mixture

1-speaker 2-speaker 3-speaker

2-channel

SI-SNR 8.32/-8891 19.97/19.97 -
3-channel

SI-SNR  22.12/-75.11 15.25/15.25 14.87/18.27

+RSM  50.38/-46.85 18.27/18.27 14.71/18.11

SNR 20.56/-76.67 15.47/1547 14.18/17.57

+RSM  59.27/-37.96 19.43/19.43 14.69/18.09

Table 2: Comparison of SI-SNR / SI-SNRi performance on noisy
speech condition.

Number of speakers in a mixture

1-speaker 2-speaker 3-speaker

2-channel

SI-SNR 10.86/7.92 13.09/15.09 -
3-channel

SI-SNR 11.88/8.94 11.15/13.14 10.65/15.06

+RSM  13.88/10.95 12.37/1436 10.42/14.83

SNR 10.95/8.01 10.48/12.47 10.10/14.51

+RSM  14.71/11.77 13.10/15.09 10.55/14.96

3.2. Results
3.2.1. Power Amplification Problem

We first demonstrate the power amplification problem of the
SI-SNR learning criterion and show how the SNR with the RSM
can maintain the power of the output speech and mute the invalid
outputs. In Figure 3, we compare output waveforms and spec-
trograms to show the effectiveness of our training methodology.
For inference, note that no small noises are added to a silence
target signal and only a small constant of 1e-9 is added for proper
spectrogram visualization. As shown in Figure 3 (b) and (c), it
can be seen that the outputs are significantly amplified, which
require an additional normalization process. Also, it is notice-
able that unexpected signals are generated on the channels which
need to be muted. Only with the SNR and the RSM together,
the power of output speech is close to the target speech and the
invalid output is muted. Figure 4 shows output-to-target power
ratio in dB scale. As described in Section 2.3, the power of the
output speech based on the SI-SNR is rapidly growing in the
early stage of training and continuously increased.

3.2.2. Speech Separation Results

In this section, we compare the speech separation performances
on clean and noisy speech mixtures in terms of the SI-SNR and
the SI-SNR improvement (SI-SNRi) [7,8]. As shown in Table
1 and 2, it is obvious that the SNR with the RSM shows better
performance than the SI-SNR with the RSM when the number
of speakers and the number of channels are mismatched. In
case of matched conditions, it is also observable that the SNR
with the RSM shows marginal performance losses compared to
the SI-SNR. Interestingly, in spite of separating single-speaker
mixture, the E2E-SS models can cause severe signal distortion
without the RSM as indicated by its low SI-SNR. By applying
the RSM, we can see that it is possible to fully cover varying
number of speakers by the stand-alone E2E-SS model.
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Table 3: Confusion matrix of invalid output detection rates (%)
for clean speech mixture. The numbers in parentheses indicate

the number of utterances.

Number of invalid outputs (oracle)
Prediction 0 1 2
0 100.0 (3000) 1.8 (53) 0.0 (0)
1 0.0 (0) 98.2 (2947) 1.7 34)
2 0.0 (0) 0.0 (0) 98.3 (1966)

Table 4: Confusion matrix of invalid output detection rates (%)
for noisy speech mixture. The numbers in parentheses indicate
the number of utterances.

Number of invalid outputs (oracle)
Prediction 0 1 2
0 99.9 (2999) 4.3 (129) 0.0 (0)
1 0.1 (1) 95.7 (2871) 2.4 (48)
2 0.0 (0) 0.0 (0) 97.6 (1952)

3.2.3. Invalid Output Detection

In this section, we show experimental results about how accu-
rately the SNR with the RSM can mute the invalid outputs to
filter out them. In this experiment, a very simple condition is
used to predict the number of invalid outputs based on whether
the power of each output speech is exactly zero or not. As shown
in Table 3 and 4, despite the simple condition, the detection
results are quite accurate. These results show that the invalid out-
puts can be properly filtered out when the numbers of speakers
and channels are mismatched without considering any specific
thresholds. While a fair comparison is difficult, the author of [19]
reported detection results using an SI-SNR based threshold and
compared to this, our results show overall improvements in terms
of detection rates without the need for the process of determin-
ing and applying a threshold. In addition, there are two types of
errors on the invalid output detection. The first type is that the
separation model falsely detect the invalid outputs as valid and
in this case, since the falsely detected outputs has significantly
low energies, it can be regarded as a minor problem. However,
in the opposite case, the problem is critical because it means that
we might lose real speech information. Surprisingly, unlike the
results of [19], there is only one error for the latter case as shown
in Table 4. In a single-speaker mixture case (the oracle number
of invalid outputs = 2), it is also noticeable that our experimental
results show high accuracy although the detection almost always
fails in [19].

4. Conclusion

In this paper, we investigate the training methodology for mute-
expressive E2E-SS. We introduce the on-the-fly data mixing
scheme, analyze the power amplification problem of the SI-SNR,
and apply the SNR that makes the power of output speech close
to the target speech. With the SNR and the RSM, experimental
results show that the SepFormer-based E2E-SS can properly
mute the invalid outputs and the separation performance can
be improved when the numbers of speakers and channels are
mismatched while incurring marginal losses for the matched
condition. In our future work, we will further investigate the
performance of our training methodology with various E2E-SS
models having over 3 channels.
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