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Abstract
This paper presents an investigation of acoustic-prosodic align-
ment in conversational speech and its relationship to functional
inter-speaker alignment. While most previous research studied
global alignment over whole conversations between strangers,
the focus of this paper is on alignment between friends, partners
and colleagues as a more local phenomenon related to affiliation
and preference structure. Based on 359 turn-pairs from assess-
ment sequences, we analyzed three prosodic matching features
between adjacent turns in logistic and linear regression mod-
els. We found that disagreements tend to be produced with
less F0 span matching than agreements and with less F0 median
matching in some parts of the conversation. Preferred responses
were more likely to be marked by higher F0 median matching
than dispreferred responses. These results indicate that differ-
ent aspects of functional inter-speaker alignment are reflected
in matching along distinct acoustic-prosodic features.
Index Terms: acoustic-prosodic alignment, conversational
speech, agreement & disagreement, affiliation, preference struc-
ture

1. Introduction
Alignment is a phenomenon in which interlocutors’ linguis-
tic productions become closer to each other (also called en-
trainment, accommodation, mirroring, adaptation; cf., [1, 2]).
Prosodic alignment has been found to be related to a vari-
ety of social and interactional characteristics, such as likabil-
ity [3, 4, 5], friendliness [6], attractiveness [5], rapport [7], task
success [8] and conversational quality [9, 10]. While most stud-
ies have looked at global alignment, that is, how speakers align
their prosody to their interlocutor’s over the course of a whole
conversation, various studies have found that alignment is a dy-
namic phenomenon [11, 12, 3]. This means that speakers align
and disalign at various points in a conversation, related to var-
ious conversational functions, such as engagement, conversa-
tion flow and symmetry [3]. In line with these findings and
with Conversation Analytic (CA) approaches [13, 14], we are
not looking at how speakers align to strangers over time (e.g.,
[15]), but at whether interlocutors who know each other well
align their prosody more to each other depending on the par-
ticular sequential context. We expect that any initial adaptation
between these speakers has already been completed and that
they align more or less depending on whether they are more or
less ‘in sync’ at that moment in the conversation.

Thus, we investigate prosodic alignment between adjacent
turns in assessment sequences in Austrian German spontaneous
conversations between friends, partners and colleagues. Assess-
ment sequences are adjacency pairs in which the first assess-
ment about something opens up the floor for another speaker

to utter an assessment about the same thing, thereby affiliating
or disaffiliating with them [16]. Automatic entrainment may of
course still play a role, but we assume that it would already have
been completed for the speakers investigated here, because they
know each other very well.

Since different studies have found alignment along differ-
ent phonetic parameters, Ostrand & Chodroff [17] have sug-
gested that entrainment is not a uniform phenomenon in which
all features entrain, and that discrepancies in findings for dif-
ferent acoustic features might be related to different functions.
Therefore, we look at three acoustic features that express dif-
ferent prosodic percepts: F0 span (is both speakers’ intonation
equally variable or monotone?), F0 median (do both speakers
talk in the same register?) and articulation rate (do interlocutors
match their speed of talking?). The two F0 features may corre-
late, but need not do so; for instance, if one speaker has a flat
intonation in the middle of their range and the other a very vari-
able intonation in the middle of their range, F0 median matching
is high but F0 span matching is low. We expect prosodic align-
ment to be a phenomenon that results from speakers normaliz-
ing for their interlocutor’s F0 range. In other words, we expect
that alignment along F0 span and median is a phenomenon re-
lated to speakers’ individual F0 ranges rather than to absolute
F0 (cf., absolute pitch matching in mimicry [18]).

In this paper, we investigate two aspects of local functional
alignment. Extrapolating from findings for rapport (e.g., [7]),
the first is affiliative stance (i.e., whether speakers agree or dis-
agree with their interlocutor; called affiliation in the remain-
der of the paper). Previous task-based studies do not suggest
a strong relationship between prosodic alignment and affilia-
tion [11, 12]. In a study of spontaneous conversation, however,
Szczepek Reed [14] found a considerable number of prosodi-
cally aligned agreements compared to a very small number of
disagreements, even though she argues that affiliation is not the
main reason why interlocutors mirror each other in spontaneous
conversations (see below). Thus, we hypothesize that interlocu-
tors match their prosody more in agreeing than in disagreeing
turns (Hypothesis 1).

The second aspect of local functional alignment we inves-
tigate is preference structure. In adjacency pairs (such as as-
sessment sequences or invitations) in which interlocutors have
a choice between different second pair parts (e.g., agreement
vs. disagreement, acceptance vs. rejection), one of these re-
sponses is structurally preferred over the other (i.e., regardless
of personal preference of the interlocutors) [19]. The preferred
option has been described as the one that is invited over its al-
ternative [20], ensures the progression of the action in progress
[19], expresses sociability, support and solidarity [21] or the
one that is relevantly absent if it is not uttered [22]. Interlocu-
tors orient to this preference structure by, for instance, delaying
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dispreferred responses [20, 23] and producing them with down-
graded prosody [16]. In this study, we look only at action type
preference as defined above, not at ‘preferred’ (i.e., immediate,
phonetically upgraded) vs. ‘dispreferred’ (i.e., delayed, phonet-
ically downgraded) turn formats (cf., [24]).

In assessment sequences, agreement is preferred in friendly
conversations [20, 25, 19], and disagreement is preferred in ar-
gumentation [26], after self-deprecations [20], and after accusa-
tions and attributions made of others [27] (e.g., “you said. . . ”,
“you wanted. . . ”). We are not aware of any previous studies
explicitly relating prosodic matching to action type preference,
but a few studies have investigated phenomena that are relevant
to this question, though their findings are mixed. Ogden [16]
found different kinds of non-matching depending on preference
structure; prosodic upgrading in preferred and downgrading in
dispreferred responses. However, he did not compare whether
speakers’ productions were closer to their interlocutor’s produc-
tions in preferred or dispreferred responses. Weidman et al. [9]
found that romantic partners aligned their prosody less during
conflict. Szczepek Reed [14] argued that prosodic matching is
used to “establish coherent trajectories of action” (p. 132) (see
definition of preference by [19] above) rather than to affiliate
(cf. also [13]). In an argument, for instance, a disagreement fol-
lows the discourse trajectory and would be expected to display
more matching. In the same context, an agreeing turn may be
the beginning of a new sequence (e.g., reconciliation with sub-
sequent topic change) and would therefore not be expected to
display prosodic matching. Thus, we hypothesize that inter-
locutors match their prosody more in preferred responses than
in dispreferred responses (Hypothesis 2).

2. Methods
2.1. Corpus and annotation process

The data come from six dyadic conversations from GRASS
[28, 29] between 12 native speakers of Austrian German (2m-m,
4f-m) who were friends, partners or colleagues. The one-hour
long conversations were recorded in a recording studio, while
no experimenter was present and no topic was given. We iden-
tified assessment sequences as a sequence of turn 1 and turn 2
in which both expressed an assessment about the same refer-
ent [20] (cf., stance object in [30]), though the referent might
also be negotiated over time, for instance, in the course of an
argument. A speaker might, for instance, produce a partial
agreement with an interlocutor’s assessment, conceding a mi-
nor point, but continue the disagreement about the main point
[26], which modifies the referent. Even though the referent is
not the same in these cases, we still included them in our data.
All annotations were done by the first author. Based on anno-
tations of 40 assessment sequences annotated by the first and
second author and a colleague, annotation criteria were revised
and all annotations corrected according to the updated criteria.

Agreements were identified when both interlocutors com-
municated the same opinion about the referent. Disagree-
ments were identified when the second assessment included an
antonym (e.g., boring - good; weird - not bad when talking
about a movie; A: ”it was weird, wasn’t it?” - B: ”no, it wasn’t
bad at all”), had opposite polarity (e.g., I like it - I don’t) (cf.,
[16]), or offered an alternative (e.g. talking about why the pope
stepped down; A: ”maybe he wanted to go down in history” -
B: ”no, he just looks old”).

To assess preference structure, turn pairs were labelled ac-
cording to the context in which they were uttered. Since all

Table 1: Contexts in which agreement (AG) and disagreement
(DG) were labelled as preferred or dispreferred.

preferred dispreferred
AG friendly context (default) arguments, re-statements

N = 143 of opposing opinion,
after other-attributions

N = 40
DG arguments, re-statements friendly context (default)

of opposing opinion, N = 89
after other-attributions

N = 85

conversations in GRASS are friendly at the outset and no top-
ics were given, discussions and other situations in which dis-
agreement is preferred occurred spontaneously in these conver-
sations. It is thus important to have an instrument to identify
sequences in which disagreement is the preferred action. We
assumed that the default in these conversations is that agree-
ment is preferred (cf., Table 1) and identified three contexts in
which disagreement is preferred: a) re-statements of an oppos-
ing opinion [26, 16], b) in arguments (when the opposition con-
tinues after the first re-statement; cf., [26]), c) after attributions
and assumptions about the interlocutor (e.g., “you did. . . ”, “you
said. . . ”, “you wanted. . . ”, etc.), including accusations [22, 27].
The preference status of agreement and disagreement in these
situations is summarised in Table 1. In addition to these con-
texts, Pomerantz [20] observed that after compliments and self-
deprecating comments, agreement was not preferred, but we did
not find these contexts in our data.

2.2. Domain of feature extraction and data set

Prosodic matching is measured within the assessment pair, that
is, between assessments in two adjacent turns. In longer as-
sessment sequences, in which, for instance, two disagreements
were followed by a concession (i.e., an agreement), prosodic
matching between each (dis)agreement and the previous assess-
ment turn was measured. This differs from the method in [14],
where all assessments in longer sequences were counted as one
instance.

To allow the prosodic comparison of two assessments, they
should be as comparable as possible. One issue for assessing
prosodic matching is when the two assessments are of very dif-
ferent lengths, since in very short turns, the same degree of
variation is not possible as in larger turns. To make the two
assessments as comparable as possible, one- and two-word as-
sessments were excluded (e.g. ”arg” terrible, ”voll cool” re-
ally cool, ”ja genau” yeah exactly). In very long turns, we
limited the domain for prosodic feature extraction to the mini-
mum number of Turn Construction Units that still expressed the
stance at the end of assessment 1 (given that that the referent of
the assessment had already been expressed, i.e., that it did not
have to be inferred) and at the beginning of assessment 2 (but
more than just assessment terms like ”ja”, ”voll”, or ”nein”).

In addition to one- and two-word assessments, we excluded
tokens with laughed speech, where the preference context was
unclear, and where the timing between the first and the sec-
ond assessment was ambiguous (e.g., in simultaneous speech,
or when the first speaker uttered several assessments and it was
not clear which of those the second speaker (dis)agreed with,
often in (partial) overlap). This resulted in a data set of 184
agreement (144 preferred, 40 dispreferred) and 175 disagree-
ment (85 preferred, 90 dispreferred) assessment pairs.
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2.3. Matching features

We calculated matching along three parameters: F0 span
(match(F0span)), F0 median (match(F0med)) and articulation rate
(match(AR)). F0 was manually corrected and smoothed with
mausmooth [31] and then converted to semitones based on the
median of each speaker over the whole conversation. F0 span
and F0 median were then calculated within the domain of each
assessment in the assessment pair (cf., Section 2.2). Phone seg-
mentations consisted of manually corrected forced alignments
from Kaldi [32]. AR was calculated as the number of phones
per second in the same domain, not considering any pauses.

For all three features, matching was calculated as
(−∆(turn1, turn2)), that is, the difference between this fea-
ture in turn 1 and turn 2. A lower value indicates less match-
ing and a value closer to zero indicates more matching. Pear-
son’s Correlation Coefficients were low for the three match-
ing features (match(F0span) x match(F0med): r(355) = .055, p
= .303; match(F0span) x match(AR): r(355) = .064, p = .230;
match(F0med) x match(AR): r(355) = -.001, p = .988).

2.4. Statistical methods

To gain insights about how the acoustic matching features con-
tribute to the expression of affiliation (categorical variable Af-
filiation with the values AG and DG; cf., first vs. second row in
Table 1) and to the expression of Preference (with the values
preferred and dispreferred; cf., left vs. right column in Table 1),
we built two separate mixed effects logistic regression models,
one predicting Affiliation and one predicting Preference, using
the lme4 package in R [33]. The maximum combination of in-
dependent variables were the matching features match(F0span),
match(F0med) and match(AR), as well as their two-ways inter-
actions, and Speaker as a random effect (the speaker producing
the second assessment in each pair; n = 12).

To analyze how the acoustic matching features
match(F0span), match(F0med) and match(AR) are related to
both Affiliation and Preference in more detail, we built linear
mixed effects regression models with the lme4 package in R. To
account for possible long-term effects (e.g., due to tiredness),
we calculated the relative position of each assessment in the
one-hour long conversations (normalized between 0 and 1;
Position). The maximum model contained the respective
matching feature as the dependent variable, Affiliation, Pref-
erence and Position as independent variables, as well as their
two-way interactions, and Speaker as a random effect .

To obtain the best models, we performed best subsets re-
gression and selected the model with the lowest AIC [34]. Only
these models are presented in Section 3.

3. Results
3.1. Which matching features predict affiliation and pref-
erence structure?

The final model predicting Affiliation (cf., Hypothesis 1) in-
cluded only match(F0span) and Speaker as predictors of Affili-
ation and is given in Table 2. When match(F0span) is higher,
DG is less likely than AG. In other words, AG is more likely
when F0 span matches to a higher degree and DG when F0 span
shows less matching. Marginal and conditional R2 indicate that
match(F0span) explains 2% and the random effect explains an
additional 10% of variance in this model.

The final model predicting Preference (cf., Hypothesis 2)
includes only match(F0med) and is given in Table 3. When

Table 2: Final model predicting Affiliation (levels: AG vs. DG).
Marginal R2 = 0.02, conditional R2 = 0.12.

Est. z p
(Intercept) -0.53 -2.05 < .05

match(F0span) -0.11 -2.73 < .01
Speaker sd = 0.66

match(F0med) is higher, the dispreferred response is less likely
than the preferred response. In other words, the preferred re-
sponse is more likely at higher F0 median matching values and
the dispreferred response at lower values. R2 indicates that
match(F0med) explains 2% of variance in this model.

Table 3: Final model predicting Preference (levels: preferred
vs. dispreferred response). Marginal R2 = 0.02.

Est. z p
(Intercept) -0.99 -5.22 < .001

match(F0med) -0.22 -2.8 < .01

3.2. What effects do affiliation and preference structure
have on prosodic matching features?

The final model for match(F0span) included the independent
variables Affiliation and Position, but no interaction (cf., Table
4). R2 indicates that 5% of variance was explained by these vari-
ables. DG had significantly lower match(F0span) than AG and
match(F0span) decreased towards the end of the conversation.

Table 4: Final model predicting match(F0span).
Marginal R2 = 0.05.

Est. t p
(Intercept) -2.07 -6.57 < .0001

Affiliation (DG) -0.94 -3.24 < .01
Position -1.28 -2.49 < .05

The final model for match(F0med) included the independent
variables Affiliation, Preference, Position and an interaction of
Affiliation and Position (cf., Table 5). R2 indicates that 4% of
variance are explained by this model. match(F0med) was signifi-
cantly lower in dispreferred responses. There was no significant
difference between AG and DG at the beginning of the conver-
sation and Position alone was not significant. The significant
interaction between Affiliation and Position, however, indicates
that match(F0med) was lower for DG than AG at the end of the
conversation.

Table 5: Final model predicting match(F0med).
Marginal R2 = 0.04.

Est. t p
(Intercept) -1.93 -9.66 < .0001

Affiliation (DG) 0.43 1.42 .155
Preference (dispref.) -0.41 -2.53 < .05

Position 0.57 1.62 .106
Affiliation (DG) x Position -1.27 -2.42 < .05

In the final model for articulation rate matching, match(AR)
was predicted only by Position, indicating a slight rise in artic-
ulation rate matching, but Position only attained a threshold of
smaller than .1 (Est. = 0.8977, t = 1.882, p < .061). R2 indi-
cates that this model only explains 1% of variance. Thus, we
conclude that there is no relationship between articulation rate
matching and either Affiliation or Preference in our data.
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4. Discussion
In this study, we assessed the relationship between prosodic
alignment along three parameters (F0 span, F0 median and ar-
ticulation rate) with two kinds of functional inter-speaker align-
ment. Despite the immense variation in the spontaneous con-
versational speech investigated here (reflected in relatively low
R2 values of the fitted models), we did find patterns of prosodic
alignment.

The logistic regression models predicting Affiliation and
Preference showed that the two annotated alignment dimen-
sions were predicted by different matching features and no in-
teraction of these features was included in the final models. As
expected, we found more matching in agreement than in dis-
agreement, but only for the feature F0 span (Hypothesis 1),
and more matching in preferred than in dispreferred second pair
parts, but only for the feature F0 median (Hypothesis 2). Artic-
ulation rate matching was not relevant in the prediction of either
Affiliation or Preference.

The linear model predicting match(F0span) mirrors the role
of match(F0span) in the logistic models in that it showed that F0
span matching was higher in AG than in DG (Hypothesis 1), but
that it was not related to preference structure. The linear model
predicting match(F0med) also confirms the relationship between
match(F0med) and preference shown in the logistic model and
was higher for preferred than for dispreferred responses (Hy-
pothesis 2). However, this linear model gives us additional in-
sights into a relationship between F0 median matching and Af-
filiation (cf. Hypothesis 1) related to time. We found no F0
median matching difference between AG and DG at the begin-
ning of conversations, but significantly less median matching
in DG towards the end. One reason for this relationship with
time could be that interlocutors cared more about mitigating
their disagreements at the beginning of conversations. How-
ever, all interlocutors knew each other very well, so an adjust-
ment period similar to conversations between strangers is un-
likely. Another possible reason is that the relationship to time is
an artefact and the degree of F0 median matching in agreement
vs. disagreement is related to the specific contexts and topics
speakers (dis)agree about which just happen to occur more to-
wards the beginning vs. the end of the conversations in our data.
A more detailed investigation of contexts (e.g., arguments vs.
attributions and assumptions about the interlocutor, cf., [27])
and particular topics (e.g., epistemic discussions vs. discussions
about personal attitudes) could shed more light on this issue.

The linear model predicting articulation rate confirmed the
results of the logistic models, finding no significant relationship
between articulation rate and either Affiliation or Preference in
our data. This corresponds to other studies that did not find a
relationship between articulation rate alignment and any func-
tional aspects of alignment [3, 12].

Concerning affiliation, our findings are in line with
Szczepek Reed’s [14] findings of a higher number of match-
ing agreements than disagreements. One reason why Bonin et
al. [12] and Vaughan [11] did not find a consistent relationship
of affiliation to prosodic alignment while we did might be due
to the different data collection settings [4, 35]. Bonin et al. and
Vaughan studied task-based dialogues in which interlocutors
could not see each other, while we investigated spontaneous
conversations (i.e., without any tasks given) between friends,
partners and colleagues who were sitting in the same room.

Our findings of more F0 median matching in preferred re-
sponses indicate that speakers match more in agreements in the
default friendly context as well as in disagreements in argu-

ments (left column in Table 1). This stands in contrast to Weid-
man et al.’s [9] findings of overall less matching during conflict,
though we did not look at assessments in arguments vs. other
situations (diagonal comparison in Table 1), so our study is not
entirely comparable. Our results of more matching in preferred
responses are, however, in line with Szczepek Reed’s [14] in-
vestigation, even though she did not explicitly study preference
structure. She found many matching instances in agreements,
but also in disagreements that occur in longer disagreement
sequences. Her examples also include re-statements and one
response to an attribution about the interlocutor, all of which
would be characterized as preferred disagreements in our anno-
tation scheme (cf., Section 2.1). Interestingly, in the one ex-
ample of such a longer sequence she gives, interlocutors also
mostly matched in terms of pitch register.

We found more matching, that is, a tendency for the absence
of either up- or down-grading for F0 span and F0 median in
agreements and for F0 median preferred responses. Whether
disagreements and dispreferred responses (in which we found
less matching) are characterised by up- or down-grading [16] is
a question for future work.

In light of the considerable speaker and dyad variation
found in the literature (e.g., [36, 37, 38, 35]), it is notable that
speaker was significant only in one of the models examined
here. Speaker variation will be investigated further in the fu-
ture, though it may be that relevant variation is on the level of
the dyad [39], or related to intra-speaker variation. CA, for in-
stance, describes behaviour in terms of an inventory of strate-
gies, and speakers can choose which of these strategies to use to
achieve a communicative goal. For instance, engagement could
play a role [3], revealing different matching behaviour in heated
vs. calm discussions or enthusiastic vs. token agreement.

To summarize, our results confirm that entrainment is not
a uniform phenomenon and that different functions are related
to matching along different acoustic-prosodic parameters [17].
When expressing a disaffiliative stance (i.e., a disagreement),
speakers tend to match their interlocutors less than when affil-
iating (i.e., agreeing) in terms of how ‘lively’ their intonation
is and in some parts of the conversations also in their regis-
ter. When producing a dispreferred response in assessment se-
quences, speakers tend to match the register of their interlocu-
tors less than in preferred responses.

5. Conclusion
In this study, we investigated the relationship between func-
tional and formal alignment in assessment sequences in casual
Austrian German conversations between partners, friends and
colleagues. We found overall more F0 span matching and more
F0 median matching in some parts of the conversation in agree-
ment than in disagreement, and more F0 median matching in
preferred than in dispreferred second pair parts, but no relation-
ship of either affiliation or preference structure with articulation
rate matching. Our results show that different matching fea-
tures may be associated with different functional aspects of in-
terpersonal alignment.This provides further evidence for the im-
portance of a) investigating alignment along different acoustic-
prosodic parameters, and b) of looking at affiliation and prefer-
ence structure separately.
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