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Abstract
Audio DeepFakes (DF) are artificially generated utterances cre-
ated using deep learning, with the primary aim of fooling the lis-
teners in a highly convincing manner. Their quality is sufficient
to pose a severe threat in terms of security and privacy, including
the reliability of news or defamation. Multiple neural network-
based methods to detect generated speech have been proposed
to prevent the threats. In this work, we cover the topic of ad-
versarial attacks, which decrease the performance of detectors
by adding superficial (difficult to spot by a human) changes to
input data. Our contribution contains evaluating the robustness
of 3 detection architectures against adversarial attacks in two
scenarios (white-box and using transferability) and enhancing it
later by using adversarial training performed by our novel adap-
tive training. Moreover, one of the investigated architectures is
RawNet3, which, to the best of our knowledge, we adapted for
the first time to DeepFake detection.
Index Terms: audio DeepFakes, DeepFake detection, adversar-
ial attacks, adversarial training

1. Introduction
The term DeepFakes (DF) describes a set of methods that al-
low the creation of artificial speech. They may rely on gener-
ating completely new sentences with Text-To-Speech or Voice-
Cloning or transferring the properties of the victim’s voice to the
attacker’s speech using Voice-Conversion [1]. DF is a similar
problem to voice spoofing [2, 3], yet significant differences ex-
ist between the two [4]. Not only is the deceived subject differ-
ent, but both problems differ in the types of attacks performed
against the detection systems. One of the most typical spoof-
ing attacks uses a previously recorded sample of a legitimate
user voice (i.e., replay attack). Conversely, this is not an attack
in the sense of DeepFakes. Moreover, multiple end-to-end at-
tacks on multimodal features are used in DF, e.g., FakeAVCeleb
dataset [5]. The DF detection methods are focal — the attacks
may not only allow impersonation but also hinder the credibility
of a medium that cites fake news or tarnish the victim’s reputa-
tion if their voice has been used in a compromising recording.
These methods can also afford unauthorized access to a system.

As a countermeasure, a set of audio DF detection meth-
ods that assess the validity of the utterances has been pro-
posed. Currently, most solutions are based on deep neural net-
works [6, 7, 8, 9]. Existing architectures obtain good results
in benchmarks; however, this may not reflect real-life scenar-
ios due to the limited number and similarity of the datasets.
For instance, the generalization of detectors to unseen gener-
ation methods is still unsatisfactory [10, 11]. Defense against
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modified media results in the new legal regulations [12] oblig-
ing content providers to implement self-regulatory procedures
against disinformation such as DF.

In this paper, we lay our interest in another critical dan-
ger for DF detection systems — adversarial attacks (AA), since
the most efficient detection methods rely on deep learning ap-
proaches that are vulnerable to adversarial attacks (cf. [13]). By
adding small, often imperceptible, perturbations to input data,
these attacks can cause the neural network to make an incor-
rect prediction. A limited investigation of the robustness against
AA for audio spoofing detection was conducted [14, 15] and in
more detail for speaker and speech recognition [16, 17]. More-
over, the influence of the adversarial budget and transferability
of adversarial training in the ASR environment have been in-
vestigated [18, 19]. To the best of our knowledge, it has never
been analyzed for audio DF detection.

We show that by using AAs, even with minimal knowl-
edge of the adversary, we can conduct a successful attack on the
DF detection system, significantly decreasing its performance.
Later, we provide measures to decrease this negative impact on
the system. In Sect. 3, we measure the performance of white-
box attacks using multiple AAs. Sect. 4 concerns evaluating the
transferability mechanism, which generates an attack using dif-
ferent models. Due to this, the adversary does not need access
to the targeted model — it allows us to evaluate the performance
of an attack scenario with limited knowledge of the adversary
(resembling a black-box attack). Additionally, we limit the joint
preprocessing steps between the attack and targeted models to
only common operations; hence the adversary does not need to
know the targeted preprocessing pipeline. In Sect. 5, we in-
crease the robustness of the classifiers against AA using our
novel adaptive adversarial training and show its effectiveness in
the ablation study. Our codebase and samples related to this re-
search are available on GitHub: github.com/piotrkawa/
audio-deepfake-adversarial-attacks.

2. Detection models and dataset
In our work, we consider 3 audio DeepFake detection models
– LCNN [8], RawNet3 [7], and SpecRNet [9]. Our motiva-
tion is the following — LCNN is one of the most popular DF
detectors, RawNet3 is a follow-up of RawNet2 [6], an architec-
ture providing high results in many speech classification and DF
detection benchmarks, whereas SpecRNet provides appropriate
results using minimal resources [20]. Please note that, to the
best of our knowledge, we are the first to adapt RawNet3 (origi-
nally used in speaker recognition) to the DF detection problem.
The sizes of the detectors differ, containing 467,425 (LCNN),
15,496,197 (RawNet3), and 277,963 (SpecRNet) trainable pa-
rameters. Treating SpecRNet as a baseline, LCNN requires
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52%, and RawNet3 — 608%, more time to process. RawNet3,
with a batch size of 32, requires 11,766 MB of GPU VRAM,
whereas LCNN — 2,300 MB and SpecRNet — 1,299 MB.

We use data composed of 3 audio DF datasets:
ASVspoof2021 (DF subset) [21], FakeAVCeleb [5] and Wave-
Fake [22]. This contributed to 41,217 real and 702,269 fake
samples generated using over 100 DF methods. The reason
behind combining multiple datasets is that recent works have
shown that the DF solutions do not generalize well on at-
tacks [10, 11]. Thus one of the techniques to prevent this issue is
to combine multiple datasets as presented. Our dataset is based
on a random selection of 50,000 fake samples for training and
5,000 fake samples each for validation and test subsets. This
results in around 500 training and 50 validation and test sam-
ples per DF generation method. Real samples are spread across
particular subsets with the same proportion (10:1:1), and then
the training subset is oversampled to eliminate the disparity of
classes. The quantity of the data surpasses recent works [17].

The audio samples are preprocessed by resampling them to
16 kHz mono, removing silences longer than 0.2 s, and then
either trimming or padding (by repeating) to about 4 s (which is
a common preprocessing technique [22, 6, 10, 9]).

Training detection models lasted 10 epochs, each ending
with validation — the checkpoint with the highest accuracy was
selected for the test procedure. Each process used the same ran-
domness seed. We trained using a binary cross-entropy loss
function and a batch size of 128. Learning rates were equal to
10−4 for LCNN and SpecRNet and 10−3 for RawNet3. SpecR-
Net used a weight decay of 10−4 whereas RawNet3 of 5 ·10−5.
Additionally, RawNet3 was trained using SGDR scheduling
procedure [23] restarting after every epoch. LCNN and SpecR-
Net used a linear frequency cepstral coefficients (LFCC) front-
end [24] as an input layer with 25 ms Hann window, 10 ms
window shift, 512 FFT points and 80 coefficients [5], whereas
RawNet3 analyzed raw audio. We reported test results using an
Equal Error Rate (EER), typically used in tasks like biometric
verification or DF detection. We based our codebase on [10].

3. White-box attack benchmark
We evaluated the robustness of DF detection models against
adversarial attacks, including Fast Gradient Signed Method
(FGSM) [13], Projected Gradient Descent (PGD, L2 vari-
ant) [25], and Fast Adaptive Boundary (FAB) attack [26]. These
methods are one of the most popular adversarial attacks, exten-
sively studied in the literature (including audio processing and
computer vision), and represent various approaches to the prob-
lem [27, 28, 29]. FGSM and FAB were based on a L∞ norm,
whereas PGDL2 was on L2. We used 3 variants of each at-
tack differing in the parameters. As DeepFakes aim to deceive
people, the attacks on the detectors should comply with two
seemingly mutually exclusive properties — the samples should
have as least distortions as possible to fool humans while hav-
ing enough distortions to fool the detection system (attacks with
less impact tend to fail more often). PGDL2 used 10 steps and
ε ∈ {0.1, 0.15, 0.20}, FGSM ε ∈ {0.0005, 0.00075, 0.001},
whereas FAB utilized η ∈ {10, 20, 30}. These parameters were
selected based on human evaluation. Having the quality scores
of samples attacked with various parameters given by 10 vol-
unteers, we selected the attack levels at which distortions were
imperceptible. We added two parameters with increasing levels
of manipulation, resulting in a noticeable yet acceptable level of
distortion, still allowing to understand an utterance and identify
a speaker. In samples generated with higher values of η and ε

parameters, slight background noise could be heard. We addi-
tionally report mean mel-cepstral distortion [30] of successfully
attacked samples (ordered by increasing distortion levels) —
2.602, 3.460, 4.182 for FGSM attack, then 2.445, 3.637, 4.500
for PGDL2 attack and 2.311, 3.508, 4.469 for FAB attack.

White-box adversarial attacks assume an adversary has ac-
cess to the targeted model, including its weights. Our bench-
mark started with evaluating the networks on the original (non-
attack) data. Then, we evaluated each of them on the same full
test subset altered using AAs. Attacks were performed directly
on the audio files.

Table 1: Comparison of EERs on the samples altered by the
white-box adversarial attack. The values in bold denote the
greatest EERs for each attack.

FGSM
Model ε = 0.0005 ε = 0.00075 ε = 0.001
LCNN 0.8126 0.7686 0.7072

SpecRNet 0.9676 0.9386 0.8716
RawNet3 0.2118 0.2095 0.2112

PGDL2
Model ε = 0.1 ε = 0.15 ε = 0.20
LCNN 0.9501 0.9716 0.9791

SpecRNet 0.9803 0.9865 0.9905
RawNet3 0.3102 0.4567 0.5499

FAB
Model η = 10 η = 20 η = 30
LCNN 0.6305 0.6315 0.6321

SpecRNet 0.6833 0.7394 0.7614
RawNet3 0.7430 0.8265 0.8549

All models achieve high performance in the non-attack
setting — EERs of 0.0227, 0.0258, and 0.0180 for, respec-
tively, LCNN, SpecRNet, and RawNet3. Table 1 shows that
the AAs significantly decrease models’ performance making
them ineffectual. The performances differ depending on the
targeted model. The greatest impact is visible for SpecRNet,
whereas RawNet3 is the most robust. There is no superior at-
tack — while LCNN and SpecRNet obtain the worst results
with PGDL2 (ε = 0.20), the worst performance of RawNet3
is caused by FAB (η = 30) simultaneously being the least ef-
fective for the rest. Interestingly, while PGDL2 and FAB get
more destructive with higher parameters, FGSM does not. In
fact, its effectiveness decreases for LCNN and SpecRNet. The
adversary should carefully select the method and its parameters
to conduct the most damaging attack. The highest parameters
do not necessarily guarantee the worst score of EER.

4. Transferability benchmark
Transferability scenario covers AA using models differing from
the targeted ones — without access to the targeted model or
its weights. The field of audio DF detection is still relatively
new, and there are few available datasets and architectures.
Some networks, such as LCNN, are widely used, letting an
adversary assume it could be used in the system. Moreover,
the preprocessing used during training is well established and
usually includes only resampling and duration standardization.
Thus, using similar methods, the adversary could effectively at-
tack a sample. However, if the exact parameters are not given,
the adversary knows only the preprocessing operations and the
datasets. Due to the limited information, this approach can be
compared to the black-box setting.
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The pipeline of transferability attacks differed from the pre-
vious one only in the used models, which are different for the
training and the attack. Table 2 shows that the transferability
attacks are less efficient than white-box; however, they still can
significantly decrease the performances. We can attack LCNN
using SpecRNet and vice versa, scoring average EERs of 0.2001
and 0.3236, which indicates adversarial attacks still have no-
ticeable strength. For both targeting RawNet3 and using it to
attack, we observe low EERs, which means the model is ro-
bust against adversarial attacks and, at the same time, is ineffi-
cient as an attack model. We also investigate the transferability
between LCNN and SpecRNet. Our first assumption was that
it was related to their front-end (they both use LFCC). Due to
their different structure, this is their main common component.
However, results of attacks with mel-frequency cepstral coef-
ficients (MFCC) front-end [24] achieve comparable results —
we conclude that the reason behind good transferability is the
similarity in networks’ sizes. Models, depending on their sizes,
capture different patterns. Attack with a model of a different
size does not necessarily modify artifacts crucial for the detec-
tion model.

Table 2: Transferability attacks results. TM denotes the target
model, whereas AM — attack model. We report parameter val-
ues in rows (in increasing order). The values in bold denote
EERs between smaller architectures.

FGSM
TM AM ε1 ε2 ε3

LCNN SpecRNet 0.2500 0.2560 0.2530
LCNN RawNet3 0.0680 0.0984 0.1352

SpecRNet RawNet3 0.1039 0.1683 0.2061
SpecRNet LCNN 0.2542 0.2835 0.2993
RawNet3 LCNN 0.0795 0.0948 0.1082
RawNet3 SpecRNet 0.0750 0.0901 0.1003

PGDL2
TM AM ε1 ε2 ε3

LCNN SpecRNet 0.1625 0.2375 0.2908
LCNN RawNet3 0.0322 0.0444 0.0630

SpecRNet RawNet3 0.0746 0.1267 0.1916
SpecRNet LCNN 0.3526 0.4429 0.4867
RawNet3 LCNN 0.0368 0.0813 0.1124
RawNet3 SpecRNet 0.0294 0.0549 0.0839

FAB
TM AM η1 η2 η3

LCNN SpecRNet 0.0591 0.1207 0.1710
LCNN RawNet3 0.0228 0.0228 0.0228

SpecRNet RawNet3 0.0249 0.0249 0.0249
SpecRNet LCNN 0.2129 0.2778 0.3025
RawNet3 LCNN 0.1010 0.1149 0.1270
RawNet3 SpecRNet 0.0257 0.0408 0.0525

5. Adversarial Training
One of the most popular strategies to circumvent adversarial
attacks is adversarial training [31]. It relies on generating ad-
versarial samples during the training and using them to train
the neural network. It is considered one of the most effective
techniques to increase robustness [32]. We decided to conduct
experiments with adversarial training for LCNN architecture,
as it is one of two small models achieving weak robustness re-
sults against adversarial attacks. Moreover, LCNN is one of the
most widely used algorithms in DF audio detection and spoof-

ing tasks making it a good choice as this model can potentially
be used in real-life detection systems.

5.1. Training Method

Default adversarial training procedure aims at increasing ro-
bustness against one particular attack. In most known scenarios,
the model is fine-tuned by providing only adversarially attacked
samples. Other scenarios rely on building a batch containing
a mix of attacks and unchanged samples or using an ensem-
ble of different attacks’ parameters and models [33]. These
approaches do not consider the complexity of individual at-
tacks, e.g., some may be simpler to detect due to background
noise and thus easier to learn. To address the described prob-
lem, as well as other common problems, such as generalization
and (catastrophic) overfitting [32], we propose a new variant of
adaptive training approach, in which we continuously analyze
which attack is difficult to detect. To do this, we choose an at-
tack (or skip it), making a decision based on a sampling vector
w ∈ R+

N+1, that
∑N

i=0 wi = 1, where N is the number of
attacks, and w0 refers to a non-attacking scenario. We directly
determine the effectiveness of the detector based on a loss re-
sult from a previous iteration. In Algorithm 1, the pseudocode
of the adaptive approach is shown.

Algorithm 1 Adaptive update of the sampling weights vector.
Input:
w — N + 1-dimensional sampling vector,
lossi — loss result,
i ∈ {0, . . . , N}— (non-)attack index
c — clip value (default: 1),
m — momentum ( 1

5
),

p — non-attack proportion ( 1
3
).

Output updated sampling vector w
1: procedure ADAPTIVEUPDATE
2: wi ← m ·min(lossi, c) + (1−m) · wi

3: sw ←
∑N

k=0 wk

4:
5: for k ← 0 to N do
6: if k = 0 then
7: r ← p
8: else
9: r ← 1−p

N

10: wk ← 1
2
· wk

sw
+ 1

2
· r

11: return w

We apply two control mechanisms to prevent an element
wi of the sampling vector from being wi ≫ wj for j ∈
{0, . . . , N} \ {i} resulting in choosing only one (non-)attack
w.h.p. First, we constrain the updated value wi with the clip
value c, and additionally, we average the vector w with a con-
stant ratio r. Moreover, we use a constant parameter p to de-
fine a proportion for sampling original samples since we aim
to keep the model robust in the non-AA scenario. The training
covered fine-tuning the baseline model for 10 epochs with the
same training hyper-parameters (Sect. 3). The reason behind
this approach was a problem with convergence when training
from the start (a similar approach was used in [17]). To avoid
catastrophic overfitting, after every epoch, we validate the per-
formance of the model using the formula:

e∗ = argmax
e∈{1,...,10}

(N + 1)
∏N

i=0 a
e
i∑N

i=0 a
e
i

, (1)
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where ae
i is an accuracy of the i-th (non-)attack index after e-th

epoch. We choose the model after the epoch e∗.

5.2. Results

The LCNN model fine-tuned using our adaptive adversarial
training significantly improves the white-box scenario and in-
creases the robustness for many attacks in the transferability
benchmark. At the same time, its EER score calculated on orig-
inal samples is equal to 0.0882, which is still satisfactory. This
shows that robustness against AAs is possible without a sig-
nificant decrease in performance for a standard scenario. The
results are presented in Table 3 and Table 4.

Adaptive adversarial training significantly increases the
white-box scenario’s robustness. The average EER decreased
from 0.7870 to 0.1247. Regarding transferability, the average
EER score also improved — achieving 0.1133. The improve-
ment shows primarily in the case of the attack with SpecRNet,
as RawNet3 does not incur a substantial threat increase in the
transferability scenario (Sect. 4).

Table 3: Adversarial training enhances the robustness against
white-box AAs in case of all results (cf. Table 1).

FGSM
Model ε = 0.0005 ε = 0.00075 ε = 0.001
LCNN 0.0985 0.1079 0.1144

PGDL2
Model ε = 0.1 ε = 0.15 ε = 0.20
LCNN 0.1245 0.1511 0.1870

FAB
Model η = 10 η = 20 η = 30
LCNN 0.0982 0.1116 0.1246

Table 4: Transferability attacks results after adversarial train-
ing. TM denotes target model, AM — attack model. Bold cells
refer to results with enhanced EER (cf. Table 2).

FGSM
TM AM ε1 ε2 ε3

LCNN SpecRNet 0.1472 0.1515 0.1560
LCNN RawNet3 0.0994 0.1064 0.1091

PGDL2
TM AM ε1 ε2 ε3

LCNN SpecRNet 0.1162 0.1247 0.1434
LCNN RawNet3 0.0876 0.0920 0.0945

FAB
TM AM η1 η2 η3

LCNN SpecRNet 0.1018 0.1158 0.1229
LCNN RawNet3 0.0901 0.0902 0.0904

5.3. Ablation study

In order to demonstrate the effectiveness of our adaptive train-
ing, we provide an analysis of four training cases: random,
adaptive (A), adaptive without non-attack proportion p (A−p),
and simple adaptive without non-attack proportion p and mo-
mentum m (A − p −m). The last two are simplified cases of
the adaptive method described in Sect. 5.1. The method A − p
differs from the Algorithm 1 in lines 6-10 as the sampling vec-
tor is updated by wk ← wk

sw
. The method A− p−m removes

momentum from line 1 (it is equivalent to m = 1). Note that we

Figure 1: The comparison of F1 score for 4 training methods
considered in the ablation study. Our adaptive method provides
the best effectiveness.

always apply value clipping, as otherwise, the sampling vector
converges to a case with one dominant element that is chosen
most frequently. We aim to achieve general robustness against
all attacks and non-attack cases; thus, we propose an evalua-
tion metric that is the multi-class F1 score calculated on the
(non-)attack accuracies (similar to the formula 1). The met-
ric promotes cases where the achieved accuracies have a small
variance. The results are presented in Figure 1. The A− p−m
method achieves worse results than the random. One of the
reasons is that in the initial training phase, the loss value is
relatively high, causing the sampling vector to be unbalanced
quickly (far from uniform), and only one or a few attacks are
sampled w.h.p. To prevent this, two mechanisms have to be
applied – clipping and momentum. This leads to the results be-
ing only slightly better than the random. Finally, adding the
non-attack proportion (i.e. using our adaptive version) clearly
improves the F1 scores over the other cases achieving the over-
all best results. This ensures the model does not lose patterns to
distinguish between real and fake samples.

6. Conclusions

In this work, we show that adversarial attacks severely threaten
audio DeepFake detection methods. We present two scenar-
ios of the attacks — the white box and using the transferabil-
ity mechanism. The second allows us to attack a model even
with limited knowledge of the adversary, i.e., without informa-
tion about the target model. Finally, we present a novel method
of conducting adversarial training that generalizes well and is
resistant to overfitting. This allows us to increase the robust-
ness against many combinations of attacks in both white-box
and transferability scenarios leading to acceptable results even
after adversarial attacks.
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