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Abstract
A tonal language is a language in which the meaning of words is
not only determined by the sounds of the consonants and vow-
els, but also by the pitch or tone used to pronounce them. Mis-
pronunciation Detection and Diagnosis (MD&D) of tonal lan-
guages is challenging since tone presentation is difficult to be
detected correctly. There has been relatively little research con-
ducted on tonal languages, with most focusing on Mandarin.
Furthermore, there are no publicly available datasets and source
codes for the task. This work constructs and publishes a Viet-
namese dataset for experimenting with MD&D, as well as pro-
poses an end-to-end model that utilizes pitch analysis to detect
and diagnose mispronunciations for tonal languages, especially
focusing on Vietnamese. Experiments show that the proposed
model achieved a relative improvement in phone error rate of
7.1% and detection accuracy of 7.4% compared to a state-of-
the-art baseline.
Index Terms: Mispronunciation Detection and Diagnosis,
Phoneme Recognition, Computer Assisted Pronunciation Train-
ing, Vietnamese, tonal language

1. Introduction
Mispronunciation is a widespread issue that can negatively

impact communication skills and lead to misunderstandings.
The consequences of mispronunciation are not limited to im-
peding language learning progress, but also hindering effective
communication. As a result, researchers have become increas-
ingly interested in developing automatic Mispronunciation De-
tection and Diagnosis (MD&D) systems to provide feedback to
learners and help them improve their pronunciation skills.

Over the years, there have been various approaches pro-
posed for addressing the problem of detecting and diagnosing
mispronunciations. One such approach is Goodness of Pro-
nunciation (GOP) [1, 2, 3], which employs acoustic models to
calculate scores and phone-dependent criteria to identify mis-
pronunciations. GOP can identify pronunciation errors, but it
does not offer enough details to allow for correction. To over-
come this limitation, the Extended Recognition Network (ERN)
[4, 5, 6, 7] was created to get around this restriction and uses
pre-established phonological rules to gather more diagnostic
data. However, ERN has limitations in addressing mispronunci-
ation patterns that are not present in the training data. Moreover,
it is difficult to construct ERNs that combine multiple mispro-
nunciation paths, which raises the false accept rate and causes
the model to fail to detect mispronunciation.

Recently, the ASR end-to-end structure has shown good
promise for the MD&D task. A CNN-RNN-CTC [8] was pro-
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posed, has shown an outperformed result compared with previ-
ous approaches [9]. However, the aforementioned research does
not make use of the pre-existing prior text information in the
case of reading text that is already known. If models can include
linguistic data from canonical text, it can enhance MD&D per-
formance. As a result, SED-MDD [10] was proposed to incor-
porate acoustic features and canonical sequences. To enhance
the power of linguistic features, K. Fu et al. [11] proposed a
model that combines acoustic features with phoneme encoder
features, demonstrating the impact of sentence-to-phoneme fea-
tures.

Despite the additional information linguistic embedding
provides, the input of the acoustic encoder solely consists of
low-level features. This presents certain challenges during
model training, as low-level features are sensitive to noise and
variations and may not adequately capture specific character-
istics or unique attributes required for this task. APL ap-
proach [12] has shown that phonetic features extracted from a
well-trained Automatic Speech Recognition (ASR) model may
represent phonetic information in a noise-robust and speaker-
independent manner. The added phonetic embedding to the
model has significantly improved the performance of the mis-
pronunciation detection and diagnosis task and achieved state-
of-the-art results in this task.

Tone refers to the utilization of pitch within a language
in order to differentiate between lexical or grammatical sig-
nificance, thereby distinguishing and modifying words. Lan-
guages possessing this characteristic are known as tonal lan-
guages. In such languages, alterations in tone can lead to
variations in the meanings of words that would otherwise
sound identical, emphasizing the crucial role of tonal pronun-
ciation. There are some MD&D techniques have been pro-
posed for tonal languages, particularly in relation to Mandarin.
These approaches typically revolve around utilizing ASR mod-
els to recognize phonemes [13]. However, accurately detect-
ing phonemes in tonal languages can be challenging, primarily
because of the difficulty in correctly identifying tone. Conse-
quently, researchers have been exploring various methods to ad-
dress this issue, such as developing context-aware models [14]
that take into account the linguistic context when identifying
tones and phonemes. While progress has been made in improv-
ing MD&D for tonal languages, further research is needed to
address these challenges fully.

In 2014, Ghahremani et al. [15] proposed an algorithm to
improve pitch extraction for ASR systems. Their approach in-
volves tuning the pitch extraction algorithm to better suit the
requirements of ASR. The resulting algorithm, dubbed Kaldi
pitch, has demonstrated remarkable performance improvements
for tonal languages in ASR systems.

The application of pitch information can go beyond speech
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Figure 1: The hierarchical structure of Vietnamese syllables
[16]

Figure 2: Example of a Vietnamese phoneme presentation.

recognition tasks. It has also been shown to enhance the per-
formance of MD&D systems. By leveraging pitch extraction
algorithms, these systems can detect and analyze subtle differ-
ences in pronunciation and provide more accurate feedback to
language learners.

This work presents an end-to-end model for tonal language
which combines pitch analysis with a state-of-the-art MD&D
model. Additionally, we also introduce the first-ever Viet-
namese dataset for MD&D.

The remainder of this document is structured as follows:
Section 2 outlines our methods, while Section 3 provides an
overview of the dataset. Our proposed approach’s experimental
setup and evaluation results are presented in Section 4. Finally,
we conclude the paper and suggest potential areas for future
research in Section 5.

2. Proposed Method
2.1. Overview of Vietnamese phonemes

An overview of Vietnamese syllables is illustrated in Figure 1,
where the hierarchical structure is proposed [16]. Each sylla-
ble of Vietnamese is divided into 3 parts: Initial, Rhyme, and
Tone. Rhyme is broken down into Medial, Nucleus, and End-
ing. There are six tones in Vietnamese: Mid-Level Tone (no
tone mark), Low Falling Tone (`), High Rising Tone (´), Low
Rising Tone (?), High Broken Tone (˜), and Heavy Tone (.). We
also follow this study to map each syllable of Vietnamese to
phoneme, which covers 52 phonemes where six tones of sylla-
bles are split into eight tones phoneme presentation: Level Tone
(A1), Slightly Falling Tone (A2), Falling Tone (C1), Falling-
Rising Tone (C2), Rising Tone (B1), Sharply Rising Tone (D1),
Dropping Tone (B2) and Sharply Dropping Tone (D2). The ex-
ample of syllable conversion to phoneme is presented in Fig-
ure 2. Because the phoneme can keep the original hierarchical
structure of syllables, this mapping can allow us to detect all
types of mispronunciation.

2.2. Baseline model

We choose a novel method for detecting and diagnosing
mispronunciations - APL [12] - as our baseline model. The

Figure 3: Proposed MDD model architecture for tonal lan-
guages.

method combines three types of features: acoustic, phonetic,
and linguistic into APL embeddings, which are then used to
train an end-to-end model with CTC loss [17]. The results of the
study show that the APL approach outperforms existing meth-
ods and achieves state-of-the-art results in MD&D for English.

2.3. Proposed model

Because pitch information is very important in tonal lan-
guages, we propose PAPL, a model in which we leverage the
APL model [12] by incorporating a pitch encoder to improve
the performance in tone detection. A detailed illustration of
our model architecture is shown in Figure 3. The sections be-
low will discuss all the components appearing in our proposed
model.

2.3.1. Acoustic Encoder

For acoustic encoder, the input is an 81-dimensional acous-
tic feature, which comprises 80-dim fbanks and 1-dim energy.
Once the audio features are extracted, they undergo processing
in the CNN-RNN module, which consists of 2 CNN stacks and
2 RNN stacks. The CNN and RNN architectures are similar to
APL [12]. The output of the acoustic encoder is denoted as Ha,
where Ha = [ha

1 , ..., ha
t′ , ..., ha

T ′ ].

2.3.2. Pitch Encoder

Pitch extraction provides valuable information about the
underlying acoustic properties of speech. It is especially im-
portant for tonal languages, such as Vietnamese.

Ghahremani et al. [15] presented a method to enhance pitch
extraction in ASR systems. Their strategy involves adjusting
the pitch extraction algorithm to better align with the needs of
ASR. The method has demonstrated significant improvements
in ASR performance for tonal languages. So, we opt to utilize
this algorithm for pitch extraction (Kaldi pitch). However, in
order to provide a comprehensive comparison of the results, we
also extract pitch using another approach known as the normal-
ized cross-correlation function and median smoothing (NCCF
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pitch).
The pitch feature after extraction is passed to the CNN-

RNN module, which has the same architecture and number of
RNN and CNN stacks as the acoustic encoder. The input of
the pitch encoder is a vector: Pi = [pi1, ..., pit, ..., piT ], which
has an identical number of frames as the acoustic features. The
output of the pitch encoder is referred to as Hpi, to derive its
representations: Hpi = [hpi

1 , ..., hpi
t′ , ..., hpi

T ′ ].

2.3.3. Phonetic Encoder

The input of the phonetic encoder is phonetic embeddings
denoted as P = [p1, ..., pt, ..., pT ], which are extracted by a
pre-trained ASR model. Like acoustic encoder and pitch en-
coders, phonetic encoder is also constructed using CNN and
RNN stacks. Since these embeddings represent higher-level in-
formation compared to the raw acoustic features, the encoder
includes one RNN stack and one CNN stack. The resulting out-
put of this encoder is denoted as Hp = [hp

1, ..., hp
t′ , ..., hp

T ′ ].

2.3.4. Linguistic Encoder

In the MD&D task, prior texts are available, so the
phoneme sequences of the prior text can be fed into the model.
Phoneme sequences are embedded into a vector and passed
through a Bi-LSTM. The output of the Bi-LSTM is then passed
into two branches, each with one linear layer. Two outputs of
the two branches are referred to as HK = [hK

1 , ..., hK
n , ..., hK

N ]
and HV = [hV

1 , ..., hV
n , ..., hV

N ], where N is the number of
phonemes of the sentence.

2.3.5. Decoder

For decoder, the attention mechanism[18] is used. The
cross attention mechanism allows the model to identify relevant
parts of the linguistic features that correspond to specific seg-
ments of the audio features. The output of the acoustic encoder,
pitch encoder, and phonetic encoder are concatenated together
to obtain the query, denoted as HQ. For a given frame t′, we
have:

hQ
t′ = (ha

t′ ; hp
t′ ; hpi

t′ ) (1)

To compute the normalized attention weight, the following
formula can be used:

αt′,n =
exp(hQ

t′ hKT

n )
∑N

n=1 exp(h
Q
t′ hKT

n )
(2)

Finally, the context vector is computed as:

ct′ =
N∑

n

αt′,nhV
n (3)

After applying attention and obtaining the context vector,
it is possible that the information captured may not be suffi-
cient to represent mispronounced phonemes that are not present
in the canonical phoneme sequence. This limitation arises be-
cause attention mechanisms typically rely on the alignment be-
tween input elements, such as phonemes, and the corresponding
context vector. If a mispronounced phoneme is not present in
the canonical sequence, it may not receive significant attention,
and its representation in the context vector might be insufficient.

Hence, both ct′ and hQ
t′ are used to calculate framewise proba-

bility yt′ , the formula of yt′ :

yt′ = softmax(W [ct′ ; hQ
t′ ] + b) (4)

Beam search is then applied to generate phoneme se-
quences with probability output.

3. Datasets
We present the first Vietnamese dataset for the task of

MD&D. A total of 84 native children, 53 from kindergarten,
and 31 from primary schools participated in creating the dataset.
Table 1 shows the statistics of each subset. All primary
school children were recorded speaking spontaneously, while
all kindergarten children were recorded reading sample sen-
tences that we collected from various Vietnamese schoolbooks.

Table 1: Details of the collected subsets

Properties Primary school Kindergarten
# of Speakers 31 53
# of Utterances 3,818 448
# of Hours 4.58 0.31

To identify instances of mispronunciation, 20 annotators
were trained to evaluate the entire dataset and mark any in-
stances of incorrect or defective pronunciation. All texts were
annotated at the phoneme level using the mapping provided by
[16], which covers 52 phonemes. 25 children, including 22
from kindergarten, whose pronunciation varied from very poor,
were reserved as the testing set. The sets of speakers in the train-
ing, testing, and development sets are mutually exclusive, and
each set covers all the phonemes. The dataset has been released
and published for the community 1. The data split is described
in Table 2.

Table 2: Details of Vietnamese dataset used in the experiments

Properties Train Test Dev
# of Speakers 50 25 9
# of Utterances 3,181 612 473

4. Experiments
4.1. Pretrained-ASR

Since the quality and quantity of data used in automatic
speech recognition (ASR), training can affect phonetic embed-
dings, selecting an appropriate acoustic model is crucial. One
of the most advanced ASR models is wav2vec2.0 [19], which
is capable of handling a range of data variations, including
noisy and diverse voice signals. As a result, we will utilize
wav2vec2.0 to extract phonetic embeddings. We will use a vari-
ant of wav2vec2.0 that has been fine-tuned on the VLSP2020
ASR dataset[20].

4.2. Experimental Setups

All audio files were at a 16000 sampling rate, and we com-
puted filter banks, pitch, and phonetic embeddings with a 20ms

1https://github.com/VietMDDDataset/VietMDD
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Table 3: Results of phoneme recognition and MD&D in Vietnamese. Note that MHA refers to Multi-Head Attention, while PAPL is a
term we have coined as our proposed approach

MDD model
Phoneme Recognition (%) Mispronunciation detection and Diagnosis (%)

Accuracy Correctness FRR FAR Detection
Rate

Diagnosis
Error Rate Recall Precision F1

APL (Baseline) 76.52 78.23 20.74 27.85 79.01 39.87 72.15 11.44 19.74
APL-MHA (Baseline) 76.57 77.87 21.00 25.57 78.84 41.31 74.43 11.62 20.11
PAPL-NCCF 82.81 84.85 14.28 20.85 85.48 38.85 79.15 17.05 28.06
PAPL-KALDI 82.53 83.62 15.21 22.22 84.54 36.01 77.78 15.95 26.47
PAPL-NCCF-MHA 81.78 83.11 15.60 24.96 84.06 41.78 75.04 15.15 25.20
PAPL-KALDI-MHA 83.67 85.52 13.22 28.61 86.23 43.07 71.39 16.69 27.06

Table 4: Correctness of tone recognition

MDD model Tone correctness (%) Phoneme (%)A1 A2 C1 C2 B1 D1 B2 D2
APL-MHA (Baseline) 71.08 68.32 51.85 33.36 61.46 54.92 46.99 55.02 83.73
PAPL-KALDI-MHA (Ours) 92.85 84.90 79.01 70.55 81.76 90.16 82.24 84.34 85.53

shift. To train our models, we utilized the AdamW optimizer,
with a learning rate of 1e-5 and a maximum of 101 epochs. We
employed PyTorch to implement the model.

4.3. Phoneme recognition

To align the ASR predictions with human annotations, we
utilized the Needleman-Wunsch algorithm [21]. We computed
our evaluation metrics using formula (5), where ”I” represents
insertions, ”D” represents deletions, ”S” represents substitu-
tions, and ”N” represents the total number of phonetic units.

Correctness =
N − S −D

N
,Accuracy =

N − S −D − I

N
(5)

Table 3 presents the results of our phone recognition ex-
periments. For free phone recognition in Vietnamese, which
is a tonal language, the baseline accuracy was 76.57%. While
adding NCCF pitch resulted in an accuracy of 82.81%, using
Kaldi pitch extraction led to an accuracy of 83.67%. Table 4
shows more details of tone recognition. The correctness of tone
increases in the range from 16.58% to 37.19%, while phoneme
increases by 1.8%. These outcomes demonstrate that our pitch
approach outperforms the baseline without pitch features, espe-
cially in tone recognition, confirming our hypothesis that pitch
features are essential for tonal language phoneme recognition.

4.4. MD&D Result

Following previous works [8, 9, 10, 11, 12], the hierarchi-
cal evaluation structure is used to measure the MD&D system
performance. The correctness of prediction is denoted by true
accept (TA) and true rejection (TR), while false accept (FA) and
false rejection (FR) indicate incorrect prediction. TR is further
classified into correct diagnosis (CD) and diagnosis error (DE).
The metrics of MD&D are calculated following the formula in
[12].

As presented in Table 3, the PAPL-KALDI-MHA system
appears to have the highest Detection Rate (+7.39%) and lowest
FRR (-7.78%), and also performs well on F-measure (+6.95%).

However, this system also has the highest diagnosis error rate
and FAR. The PAPL-NCCF system has the lowest FAR (-
4.72%), and also performs best on recall (+4.72%), precision
(+5.43%), and F-measure (+7.95%) compared with the base-
line. Some speccially that PAPL-KALDI-HMA performs the
best in ASR, when PAPL-NCCF seems the best in MD&D. It
because as the number of correct pronunciations constitutes the
majority of our dataset, the FRR weight has a significant impact
on ASR performance, leading to the superior performance of
PAPL-KALDI-MHA in ASR. Recall and precision are based on
both TR and FAR and since PAPL-NCCF has a much higher TR
value than PAPL-KALDI-MHA (8%), PAPL-NCCF has higher
recall and precision than KALDI-MHA.

5. Conclusions
In this paper, we published a Vietnamese dataset for the

MD&D task and proposed an MD&D system for Vietnamese
learners that incorporates pitch information. Our system uses a
combination of acoustic, phonetic, linguistic, and pitch features.
The testing results show that the proposed approach is effec-
tive in improving the FRR and F-measure over the baseline sys-
tem by 7.78% and 6.95% absolutely. Moreover, our proposed
approach outperformed the baseline system in tone detection,
with an increasing range of 24.27% (A2) to 111.48% (C2) rel-
ative to the baseline. Furthermore, our approach increased the
correctness of tone recognition, which demonstrates the effec-
tiveness of incorporating pitch information in MD&D for tonal
languages such as Vietnamese. In future works, we hope to
come up with a more efficient architecture, as well as extend
our Vietnamese dataset by collecting utterances from non-native
speakers.
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