
Speech Emotion Recognition using Decomposed Speech via Multi-task Learning 

Jia-Hao Hsu, Chung-Hsien Wu, and Yu-Hung Wei 

Department of Computer Science and Information Engineering 
National Cheng Kung University, Taiwan 

jiahaoxuu@gmail.com, chunghsienwu@gmail.com, cool.daniel1234@gmail.com 
 

Abstract 

In speech emotion recognition, most recent studies used 

powerful models to obtain robust features without considering 

the disentangled components, which contain diverse emotion-

rich information helpful for speech emotion recognition. In this 

study, an autoencoder is used as the speech decomposition 

model to obtain the disentangled components, including content, 

timbre, pitch, and rhythm features, which are regarded as 

emotion-rich features, for speech emotion recognition. The 

mechanism of multi-task training is then used to train the tasks 

of speech emotion recognition, speaker recognition, speech 

recognition, and spectral reconstruction at the same time, while 

exploiting commonalities and differences across tasks. The 

model proposed in this study achieved an accuracy of 77.50% 

on the four-classes emotion recognition task of IEMOCAP. 

Experiments showed that the proposed methods can effectively 
improve speech emotion recognition performance, 

outperforming the SOTA approach. 

Index Terms: speech emotion recognition, decomposed speech, 

multi-task learning 

1. Introduction 

Human-computer interaction has gradually become a daily need, 

and how to make these machines respond more like humans is 

also one of the ongoing studies [1-4]. Emotion recognition 

technology is one of the ways to humanize these machines. It 

includes various signal modalities, such as speech signals, 

semantic words, facial expressions, and other physiological 

signals. Among them, speech is a kind of signal that is relatively 

easy to obtain in daily life. Speech provides rich emotional 
information as well as the semantic information [5]. Despite the 

breakthroughs in speech processing, there are still some 

limitations in speech emotion recognition (SER). Especially, 

extracting discriminating emotion features has always been a 

challenging task. 

In recent years, due to the development of deep learning 

technology, more and more studies have begun to use deep 

models to extract emotion features [6, 7]. These studies used 

neural networks to obtain the relationship between sounds and 

emotional targets and achieved satisfactory performance [6, 7]. 

The well-known Wav2vec-2.0 model [8] as the feature 

extraction model in automatic speech recognition (ASR) has 
been widely used to extract emotion features [7, 9] and achieved 

good results. As human speech conveys a rich stream of 

information, the decomposed components, including content, 

rhythm, timbre and pitch, could be separately employed for 

speech emotion recognition, removing interference introduced 

by irrelevant components. In the disentangled components, the 

language content is highly related to semantic representation of 

emotion, timbre is closely connected with the speaker’s identity, 

while pitch and rhythm express the emotion of the speaker. 

Therefore, this study uses the decomposed speech components 

to obtain discriminating emotion features. In addition, multi-

task learning is a training method to improve the model effect, 
and it has been widely used in many fields [10]. Existing studies 

[11, 12] indicated that multi-task learning considering both 

ASR and SER results on Wav2vec-2.0 can further improve the 

performance of SER. Taking the advantage of multi-task 

learning, this study trains the tasks of speech emotion 

recognition, speaker recognition, speech recognition, and 

spectral reconstruction at the same time to obtain a better 

performance of speech emotion recognition. 

The contributions of this study are mainly divided into two parts. 

First, the mainstream speech feature extraction model 

Wav2vec-2.0 is used as the system backbone. Under this model, 
this study adopts the ASR, spectral reconstruction and speaker 

recognition task to enhance Wav2vec-2.0. Second, a speech 

decomposition model is considered to extract the speech 

emotion features. Compared with the existing decomposition 

model [13], this study includes the speaker recognition task, so 

that the autoencoder can consider different timbre between 

speakers. The experiments showed that the method proposed in 

this study can achieve better performance. 

2. Proposed methods  

The proposed system architecture is shown in Figure 1. It is 

divided into data pre-processing, feature extraction, and 

downstream task modelling. 

2.1. Pre-processing 

For different feature extraction models, the audio should be 

firstly pre-processed to fit the corresponding input type. In the 

speech decomposition model, the input speech is converted into 

spectrogram and pitch contour. The short-time Fourier 

transform (STFT) is used to obtain the spectrogram. The speech 

information contained in the pitch contour is the prosody 

information consisting of pitch, speaking style and speed. This 

study uses the Robust Algorithm for Pitch Tracking (RAPT) [14] 

to obtain pitch contour. Referring to the SpeechSplit model [13], 

the extracted spectrogram and pitch contour are perturbed using 

Random Resampling (RR) [15] and fed to different extraction 

models. Resampling cuts the sound information into paragraphs 

of equal length and the sound paragraphs are used to dis turb the 

speech speed. In the training process, as the length of the speech 

signal is perturbed, the model can focus on learning the context. 

This part is described in more detail in Section 2.2. 

2.2. Feature Extraction 

This study uses Wav2vec-2.0-base model to extract speech 

features. Wav2vec-2.0 is pre-trained on a large amount of 

unlabeled data by restoring masked frames and applying 
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contrastive learning. Like large pre-trained language models, 

Wav2vec-2.0 has considerable understanding of the 

relationship between speech frames. The input of Wav2vec-2.0 

is the entire signal. The architecture includes a convolutional-

layer-based encoder (7-layer convolutional layer) and a 12-

layer transformer to finally output a 768-dimensional vector. 

SpeechSplit is a model capable of free transformation of 

speaker characteristics, pitch, and prosody. The model utilizes 

three tuned encoders and a decoder that reconstructs the 

spectrogram. The input of SpeechSplit is the spectrogram, 

resampled spectrogram, and resampled pitch contour. In Figure 

1, ER (Encoder R) is responsible for extracting the features 

containing rhythm, EC (Encoder C) is responsible for the 

features of content, and EF (Encoder F) is responsible for the 

features of pitch. The input of ER is the raw spectrogram 

containing the information of prosody, content, pitch, and 

timbre, which can be regarded as comprehensive prosodic 

features. The input of EC is the resampled spectrogram, which 

destroys the prosody and speech speed information. The input 
of EF is the resampled pitch contour, whose speech speed is 

destroyed so that EF only focuses on the characteristics of the 

pitch. Compared with SpeechSplit, this study has one more 

encoder, ET (Encoder T). The purpose of the additional encoder 

is to encode the features containing the speaker's timbre. As 

shown in Figure 2, the encoders of the speech decomposition 

model include convolutional layers, normalization layers, and a 

bi-LSTM. The four disentangled features ZR, ZC, ZF, and ZT, 

which represent rhythm, content, pitch, and timbre respectively, 

are concatenated and then used as the input of the decoder to 

reconstruct the spectrogram. The decoder consists of a bi-

LSTM and a linear layer. 

 

 
Figure 2: The architecture of the decomposition model 

2.3. Multi-task learning 

The tasks for multi-task learning in this study consists of speech 

recognition, emotion recognition, spectral reconstruction, and 

speaker recognition. The speech feature extraction model 

Wav2vec-2.0 and the four speech decomposition encoders are 

fine-tuned by the four tasks. The training loss of the speech 

recognition task is shown in Equation (1) based on the CTC loss 
function to calculate the result obtained from the Wav2vec-2.0 

and the fully connected layer (FC). Where N represents the total 

number of samples, and T represents the time domain length. 

𝑎𝑖𝑡 represents one of the alignments of the correct answer for 

sample 𝑋𝑖 , and 𝑝𝑖𝑡 represents the probability of that alignment. 

The training loss of the emotion recognition task is shown in 

Equation (2), the cross-entropy loss function. The emotion 

prediction is obtained by concatenating the output of Wav2vec-
2.0 and the decomposed speech features followed by feeding 

them to the FC. Where 𝑝𝑖𝑒  presents the predicted emotion 

profile in emotion class e of sample i, and 𝑦𝑖𝑒 presents the label 

of sample i. The training loss of the spectral reconstruction task 

is the mean square error (MSE), as shown in Equation (3). The 

MSE is calculated from the spectrogram reconstructed by the 

decoder and the original spectrogram of the speech. The loss of 

speaker recognition task is also a cross-entropy loss as shown 
in Equation (4). The features obtained by the ET encoder are fed 

to the FC to obtain the predicted speaker ID, which is then used 

for loss calculation with the real speaker. Where U presents the 

number of speakers. The spectral reconstruction task and 

speaker recognition task are first used to pre-train four speech 

decomposition encoders. Then the multiple task learning is 

adopted to fine-tune the whole system. The fine-tuning loss of 

the system is shown in Equation (5). Where 𝛼 means the weight 

of the task. 

𝐿𝐶𝑇𝐶 = −
1

𝑁
∑∏𝑝𝑖𝑡(𝑎𝑖𝑡|𝑋𝑖)

𝑇
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Figure 1: The overall architecture of the proposed system. 
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𝐿𝑆 = −
1

𝑁
∑∑𝑦𝑖𝑠

𝑈

𝑠=1

log⁡(𝑝𝑖𝑠)

𝑁
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 (4) 

 

𝐿𝑚𝑢𝑙 = 𝛼𝑆𝐿𝑆 + 𝛼𝑀𝑆𝐸 𝐿𝑀𝑆𝐸 + 𝛼𝐶𝑇𝐶𝐿𝐶𝑇𝐶 + 𝛼𝐸𝐿𝐸  (5) 

3. Experiments 

This section presents the experimental setup and experimental 

results of this study. The experimental setup includes the 

evaluated dataset and evaluation metrics. In the experimental 
results, this study analyzed the training loss of the pre-training 

model. Through ablation study, this study analyzed the 

improvement of SER by the method proposed in this study. 

Finally, the proposed method was compared with other existing 

methods. 

3.1. Experimental Setup 

The IEMOCAP dataset was adopted to evaluate the proposed 

approaches in this study. The IEMOCAP dataset was recorded 

by a total of 10 actors. The database is divided into scripted 

scenarios and improvisations according to the recording method. 

The emotional classes include a total of 10 emotions. Referring 

to the current mainstream evaluation, this study used four 
relatively balanced emotion classes consisting of angry, sadness, 

happiness, and neutral for evaluation. The data distribution of 

the four emotion classes is shown in Table 1. 

Table 1: The data distribution of IEMOCAP.  

Emotion class Count  Duration (mins) 

Anger 1103 83.0 

Sadness 1084 99.3 

Happiness 1636 126.0 

Neutral 1708 111.1 

Total 5531 419.3 

 

The hyperparameter of the pre-training of the speech 

decomposition model included batch size, learning rate and 

decomposed loss weight. The batch size was 16. The learning 
rate was  10−4. The optimizer is Adam optimizer. The 

decomposed loss weight controlled the importance of the losses 

of spectral reconstruction and speaker recognition as shown in 

equation (7).  

 

𝐿𝑑𝑒𝑐𝑜𝑚𝑝𝑜𝑠𝑒 = 𝜔 ∙ 𝐿𝑆 + (1 −𝜔) ∙ 𝐿𝑀𝑆𝐸  (7) 

 

The pre-trained speech feature extraction model we used was 

the Wav2vec-2.0-base from the Huggingface Transformers [16], 

and we fine-tuned it with the speech decomposition model 

together using the IEMOCAP. The learning rate was  10−5. The 

optimizer is Adam optimizer. We used 1 GPU (Titan RTX) with 

a batch size of 1 and trained the model for a total of 50 epochs. 

For evaluation, ten-fold cross-validation method was adopted 

to conduct experiments. There are four evaluation metrics, 

spectrogram reconstruction MSE (Speech MSE), automatic 

speech recognition accuracy (ASR Acc.), speaker recognition 

accuracy (Speaker Acc.), and emotion recognition unweighted 

accuracy (SER Acc.). The Speech MSE is shown in Equation 

(3). The ASR accuracy is 1-(word error rate). Both Speaker 

accuracy and SER accuracy are calculated as the correct amount 

of predictions in all prediction data. And the SER accuracy is 

the main goal of this study. 

3.2.  Pre-training of speech decomposition model 

The pre-training of the speech decomposition model has two 

outputs, the reconstructed spectrogram and the speaker ID. Two 

loss functions were calculated, namely the 𝐿𝑀𝑆𝐸  and the 𝐿𝑆 . 

Figure 3 presents the two losses for the pre-training of the 

speech decomposition model. We pre-trained the model for 1 

million steps. The training of the two losses tended to be stable, 

and the reconstructed spectrogram and the speaker recognition 

results were relatively stable. The weight 𝜔 in equation (7) was 

adjusted in the interval 0 to 1 to obtain the best pre-trained 

speech decomposition model. Finally, we set it as 0.1 and it  

achieved the best 𝐿𝑆  and 𝐿𝑀𝑆𝐸 . This pre-trained model was 

used as an emotion feature extraction model for subsequent 

emotion recognition. 

 

 

Figure 3: Two losses for the pre-training of the speech 

decomposition model 

3.3. Evaluation of Speech Decomposition Features and 

Multi-task Learning 

For spectral reconstruction task, Table 2 shows the ablation 

studies of the four disentangled components. The components 

were extracted as features and concatenated with the speech 

feature respectively. Only spectral reconstruction task, SER 

task and speaker recognition task (only for ZT) were conducted 

to fine-tune the system here. The results indicated which 

components is more important and useful for SER.  

Table 2: Comparison of the disentangled components.  

Components Speech 

MSE 

SER 

Acc. 

ZF 8.2e-4 66.17% 

ZC 10.9e-4 65.45% 

ZR 7.7e-4 66.38% 

ZT 9.7e-4 65.71% 

All 5.3e-4 76.06% 

 

It can be seen that rhythm (ZR) and pitch (ZF) have higher 

importance for speech emotion recognition. Since the input of 

rhythm features is not disturbed, the spectrogram can be better 

restored. Since timbre (ZT) was also fine-tuned on the speaker 

recognition task, the degree of spectral restoration is lower than 

that of rhythm and pitch. Although using content and timbre 

alone are not well at recognizing emotions, summing up all 

features can get the best results. This suggests that these 

disentangled components complement each other to improve 

emotion recognition. 

The subsequent experiments verified whether multi-task 

learning can outperform single-task learning during model 
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training, and the performance improvement that each task can 
bring. Table 3 shows the ablation studies  of multi-task and 

methods in this study. 

Table 3: Comparison of the various tasks of multi-task 

learning.  

Methods Speaker 

Acc. 

Speech 

MSE 

ASR 

Acc. 

SER 

Acc. 

M1 - - - 75.01% 

M2 [11] - - 76.58% 75.40% 

M3 98.4% 5.3e-4 - 76.09% 

M4 - 5.7e-4 78.01% 75.67% 

Ours 98.6% 5.5e-4 77.59% 77.50% 

 

In Table 3, the first baseline method (M1) is a single-task 

emotion recognition model, which used only emotion 

recognition as the target to fine-tune the Wav2vec-2.0 model. 

The second method (M2) added the ASR task to the first 

baseline model. When the loss weights (𝛼𝐸, 𝛼𝐶𝑇𝐶) were set as 

(0.9, 0.1), M2 could achieve best SER results. It can be found 

that adding ASR task can indeed improve the performance of 

speech emotion recognition, and the model understands 

emotional differences from the semantics of speech. The third 

method (M3) is the same as the best method in Table 2. It 

included the Wav2vec-2.0 model and the four decomposition 

models. In particular, the ASR task was not used in this method. 

Compared with M2, M3 included emotional features and 

achieved better performance. It indicated that adding speech 

decomposed feature improve more performance than adding 

ASR task. The fourth method (M4) consisted of the Wav2vec-

2.0 speech feature extraction model and the emotion feature 

extraction model of the auto-encoder. This emotion feature 

extraction model did not decompose the speech input into four 
components, but directly encoded features and reconstructed 

the spectrogram with one encoder and one decoder. When the 

loss weights (𝛼𝐸 , 𝛼𝑀𝑆𝐸 , 𝛼𝐶𝑇𝐶) were set as (0.4, 0.4, 0.2), M4 

could achieve best SER results. Compared with the first 
baseline model, M4 model considering emotion features 

improved the performance of emotion recognition. And the 

improvement brought by emotion features was higher than that 

of ASR. Compared with M2 model, adding spectral 

reconstruction make M4 achieve higher ASR accuracy. Finally, 

the system proposed in this study considered the multi-task 

results and used four encoders for the speech decomposition 

model. The best setting of loss weights (𝛼𝐸 , 𝛼𝑀𝑆𝐸 , 𝛼𝐶𝑇𝐶 , 𝛼𝑆 ) 

were (0.45, 0.45, 0.05, 0.05). This method of subdividing the 

encoder allows the models to handle the corresponding tasks 

individually, and the extracted features can provide cleaner 

information. And it can be seen that the improvement of adding 

four disentangled components is higher than that of using an 

auto-encoder for spectral reconstruction. Due to the setting of 

loss weights, the fine-tuning of the system was more focused on 

the spectral reconstruction. That caused the ASR accuracy of 

our final method a little lower than that of M4. From this table, 

we can see that the method proposed in this study can indeed 

improve the performance of speech emotion recognition. 

3.4. Comparison of existing studies 

To verify if this study is comparable to the existing SER studies, 

the other studies on IEMOCAP corpus were selected, and the 

experimental methods and metric were consistent. These 

studies used the same amount of four classes of emotion data, 

the same 10-fold cross-validation setting (leave-one-speaker-

out), and the same unweighted accuracy as the evaluation 
metric. The recognition result of this study was much higher 

than those of other studies. The use of a very powerful pre-

trained speech model, Wav2vec-2.0 model, may also be 

responsible for this result. By decomposing the speech 

spectrogram, the obtained features of our system were much 

effective than that using a single autoencoder in [17], so it 

performed better in emotion recognition. In comparison with 

[18], it was helpful for this study to use an ASR task to increase 

text-related information. And the disentangled features derived 

from speech decomposition were also more reliable than 

statistical features in emotional expression. The result of “SER 

with MTL” was the result we implemented using the code they 

provided on GitHub. It was also the M2 method in Table 3 we 

have compared. With their excellent multi-task learning, this 

study added more emotion-related tasks to further improve the 

recognition performance. 

Table 4: The performance of the existing related 

studies.  

The existing studies SER Acc. 

ProgNet [19] 65.70% 

Multi-task CNN [17] 65.60% 

Multi-task AAE [17] 68.80% 

Two-stream AE [18] 71.86% 

SER with MTL [11] 75.40% 

Ours 77.50% 

 

4. Conclusions 

This study proposed a new autoencoder-based model to 
decompose the speech signal into four speech components, 

namely rhythm, content, pitch, and timbre. We also combined 

the pre-trained Wav2vec-2.0 model for speech feature 

extraction in emotion recognition. This system considers both 

the power of the pre-trained speech feature extraction model 

and the importance of traditional emotion features. In particular, 

this study decomposes speech into four disentangled 

components as emotion features. And the mechanism of multi-

task learning which included emotion recognition task, spectral 

reconstruction task, automatic speech recognition task and 

speaker recognition task is used to make the model consider the 

effect of various aspects to improve the performance of speech 

emotion recognition. 

        It can be seen from the experimental results that 

decomposing speech into emotion-rich features and training 

with multi-task learning can improve the performance even 

more. On the public benchmark, IEMOCAP, the performance 

proposed in this study achieved an unweighted accuracy of 

77.50% in four-class speech emotion recognition. The method 

proposed in this study is indeed helpful for emotion recognition. 

We provided our code link, https://reurl.cc/XLWWae, which 

was built on Github.  
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