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Abstract
To realize human-robot collaboration, robots need to execute
actions for new tasks according to human instructions given fi-
nite prior knowledge. Human experts can share their knowledge
of how to perform a task with a robot through multi-modal in-
structions in their demonstrations, showing a sequence of short-
horizon steps to achieve a long-horizon goal. This paper intro-
duces a method for robot action sequence generation from in-
struction videos using (1) an audio-visual Transformer that con-
verts audio-visual features and instruction speech to a sequence
of robot actions called dynamic movement primitives (DMPs)
and (2) style-transfer-based training that employs multi-task
learning with video captioning and weakly-supervised learn-
ing with a semantic classifier to exploit unpaired video-action
data. We built a system that accomplishes various cooking ac-
tions, where an arm robot executes a DMP sequence acquired
from a cooking video using the audio-visual Transformer. Ex-
periments with Epic-Kitchen-100, YouCookII, QuerYD, and in-
house instruction video datasets show that the proposed method
improves the quality of DMP sequences by 2.3 times the ME-
TEOR score obtained with a baseline video-to-action Trans-
former. The model achieved 32% of the task success rate with
the task knowledge of the object.
Index Terms: Human-robot collaboration, Instruction knowl-
edge acquisition, Style transfer, Multi-task learning, Weakly su-
pervised learning, Spoken language understanding

1. Introduction
A major goal of human-machine interaction is to develop scene-
aware interaction technologies which allow machines to inter-
act with humans based on shared knowledge obtained through
recognizing and understanding their surroundings using various
kinds of sensors, as introduced in [1]. In this paper, we extend
the scene-aware interaction framework to human-robot collab-
oration to achieve task-oriented goals. Humans share knowl-
edge using natural language, an abstract-level representation,
and they can understand each other because they share similar
experiences. Human students can thus achieve goals by mim-
icking teacher actions or manipulating target objects differently
as long as they can get the same exact status as the teacher’s
results. To teach human common knowledge to robots, we pro-
pose to apply scene-understanding technologies to task-oriented
planning using human instruction videos, where human instruc-
tors demonstrate and explain using speech what should be done
in audio-visual scenes.

To acquire human common knowledge of task oriented ac-
tion sequences from human instruction videos, we start with the
Epic-Kitchen-100 dataset [2], which contains egocentric cook-
ing videos with simple short descriptions, and convert the de-

scriptions to short-horizon steps, each of which consists of a
single verb plus a few noun objects, e.g., a 5-step sequence
“turn-on tap, take celery, wash celery, turn-off tap, pour cel-
ery pan,” where the verbs and the nouns are represented with
their class categories. These action labels can be considered ab-
stract representations for general robot actions, although a real
robot of interest may not be able to perform all actions. With
this dataset, we train a Transformer model that converts audio-
visual features to the action sequence.

As the amount of egocentric videos in Epic-Kitchen-100
is limited with well-designed action labels, we consider using
also general instruction videos from video-sharing sites such
as YouTube. To mitigate low resource problems on the la-
beled data for action steps, we propose to train the model us-
ing a style-transfer approach that converts the sentence style of
available video captions and subtitles (speech transcription) of
a video to the action-sequence style while preserving the se-
mantic content. With this approach, we can generate action se-
quences from general instruction videos, although we still limit
the video topics to “cooking” in this work. For the style trans-
fer, we apply multi-task learning and weakly-supervised learn-
ing. The multi-task learning uses action sequence generation
as the primary task and video captioning as the auxiliary task,
where we train two decoders for the two-style outputs on top of
the shared multi-modal encoder. The weakly-supervised learn-
ing uses a semantic classifier that judges whether the generated
action sequence is semantically equivalent to the ground-truth
caption sentence and uses the output as a weak label. This ap-
proach allows us to learn the decoder for action sequence gener-
ation without ground-truth action labels. Furthermore, instruc-
tion speech in a spontaneous manner can generate action se-
quences without audio-visual features at the inference stage as
humans do on the phone without cameras.

The main contributions of this work are (1) applying a
multi-modal Transformer to generate robot actions from in-
struction videos, (2) proposing a style-transfer-based approach
that employs multi-task learning with video captioning and
weakly-supervised learning with a semantic classifier to ex-
ploit unpaired video-action labels, and (3) demonstrating the
effectiveness of style-transfer-based learning for robot action
sequence generation in the cooking domain.

2. Related work
Learning robot skills from videos has been an active area of
research in robotics and computer vision. At a high level, sev-
eral works on robotic manipulation actions have proposed how
instructions can be stored and analyzed [3, 4, 5]. Initial work
utilized contrastive learning to learn a reward function to train
reinforcement learning (RL) agents [6]. More recently, there
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Figure 1: AV Transformer [15] for dense-video captioning.

are some works using robot primitives and extraction of cost
functions from task videos to enable imitation of demonstrated
tasks [7] and training perception modules on large sets of ma-
nipulation data to simplify learning of manipulation tasks [8].
Finally, there has been growing interest in using vision and lan-
guage for learning diverse robot skills. There are some works
training visual language models using human instruction videos
that are well aligned to robot actions to generate action se-
quences [9, 10]. For example, approaches like CLIPort [11] and
SayCan [12] have successfully used vision-language ground-
ing and large language models, respectively, for robot learning.
Style transfer has been applied to vision-based robot manipula-
tion to mitigate the issues of the differences in affordance, in-
cluding the kinematics of robots [13]. On the other hand, our
target is to convert the text style of speech instruction and video
captions to a robot action sequence where those share the same
context in the semantic space trained from videos.

3. Instructional Video Action Acquisition
This section introduces the instructional video action acquisi-
tion task, in which a system takes as input untrimmed instruc-
tional videos and outputs action sequences as verb/noun class
sequences, as well as our approach to solving this problem
based on dense video captioning [14]. In dense video caption-
ing, a model needs to simultaneously segment a given long-
form video into smaller clips, and caption each clip. Mathe-
matically, given video V , model f will be trained to produce
f(V ) = {ĉ1, ĉ2, . . . , ĉm}, where ĉi is a natural language cap-
tion for segment ŝi defined by onset and offset timestamps.

The model we use for this approach is a slight modifica-
tion of the audio-visual (AV) Transformer model [15], which
contains an audio-visual encoder E, a caption decoder D, and
a proposal generator G, as shown in Fig. 1. The audio-visual
encoder has self-attention layers for each modality and cross-
attention layers across modalities to better encode audio-visual
features. The caption decoder is an auto-regressive Transformer
decoder, which generates words by attending both to audio and
visual encodings. The proposal generator includes 1-D time-
convolution modules that scan audio-visual encodings to detect
segments to be captioned. The training follows a two-stage pro-
cess. The first stage is the captioning model training, where we
feed the model with ground-truth video segments and train it
to produce natural language captions. The second stage trains
the proposal generator, where we feed the model with the entire
video and train it to predict the segment timestamps. Note that
the models in the two stages share the audio-visual encoder E.

After the two models are trained, we use the proposal gener-
ator to segment videos into clips and input the segments to the
captioning model to generate captions. In this work, we gen-
erate action-label sequences instead of natural language. Fur-
thermore, we skip the training of the proposal generator G, i.e.,
we use ground-truth video segments in the experiments to focus
on action sequence generation. The evaluation of the complete

system will be addressed in future work.

4. Action sequence generation
4.1. Model Architecture
Figure 2 shows the action sequence generation model and ad-
ditional components for training, where the model consists of
the modules shaded in blue color. Given a video segment, the
model generates an action sequence through the feature extrac-
tion modules, the audio-visual encoder (E), the text encoder (T),
and the action sequence decoder (D’). The other modules are
used at training time. We extend the audio-visual Transformer
in Fig. 1 with the text encoder, which accepts text features ex-
tracted from video subtitles. The subtitles are typically speech
transcriptions provided by a speech recognizer and often in-
clude direct instructions in natural language, which potentially
improves the quality of output sequences.

4.2. Style-transfer-based Training
We train the model using a style-transfer approach. Style trans-
fer generally converts an image or text into different styles, but
our model accepts multi-modal data including audio, video, and
text (speech transcription), and generates text in different styles,
i.e., action sequence and video caption, preserving the semantic
content. With this approach, we first apply multi-task learning,
where the caption decoder D is used for video captioning as
an auxiliary task. Our aim is to acquire action sequences from
general instruction videos, but the amount of instruction videos
available for training is very limited since they do not have con-
sistent action labels suitable for robots. To utilize a large num-
ber of instruction videos, we consider using video caption data
that describe video scenes. As shown in Fig. 2, if the input
video is annotated with an action sequence, we apply the action
sequence decoder D′ and compute the cross-entropy (CE) loss
using the ground-truth action sequence, while if the video is an-
notated with a caption sentence, we apply the caption decoder
D and compute the CE loss using the ground-truth caption.

The multi-task loss is computed as

Lmt = CE(D(h), c) + CE(D′(h), c′) (1)
h = (E(xA, xV ), T (xT )), (2)

where c and c′ are the ground-truth caption sentence and action
sequence, respectively. h denotes the set of audio, visual, and
text encodings obtained by encoders E and T from correspond-
ing feature sequences xA, xV , and xT . If c or c′ does not exist
for the input video, the CE loss is not computed for the missing
ground truth. In this way, we train the shared encoders E and T
using more data, and expect that the action-sequence-style sen-
tences can be generated from various kinds of video recordings
not limited to egocentric videos.

We also apply weakly-supervised learning, which relies on
a semantic classifier S to provide weak labels. During training,
if the input video does not have an action sequence annotation
but has a caption sentence, the classifier predicts whether or
not the generated action sequence is semantically the same as
the ground-truth caption, and we use 1 as the weak label target.
This approach allows us to train the action sequence decoder D′

to generate a semantically similar action sequence to the caption
without ground-truth action labels. The weakly-supervised loss
is computed as

Lweak =
∑

y′∼D′(y|h)
BCE(S(y′, c), 1), (3)
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Figure 2: Action sequence generation model and style-transfer-based training.

Figure 3: Epic-Kitchen-based action labels of human instruc-
tion for “Make a bowl of cereal”: place bowl, pour cereal, and
pour milk.

Figure 4: DMP-based Robot action for “Make a bowl of ce-
real”: top-down pick bowl, top-down place bowl, pick and pour
cereal, and pick and pour milk.

where y′ is sampled from the action sequence decoder D′ and
the semantic classifier S gives a probability that y′ and c have
the same semantic content. The binary cross entropy (BCE)
loss is computed on the classifier output. To perform the back-
propagation, we apply continuous approximation to the decod-
ing process [16], where we sample y′ from Gumbel softmax
[17] to make y′ differentiable. The classifier S is separately
pre-trained with positive and negative caption samples c+ and
c− to minimize the BCE loss

Lclass = BCE(S(y, c+), 1) + BCE(S(y, c−), 0), (4)

where we use paired captions and action sequences (y, c+) and
negative samples c− randomly selected from the dataset. When
we update the generation model using Lweak, we freeze S’s
parameters.

5. Robotic Tasks and Primitive Actions
This section describes the robotic tasks, the task decomposition,
and our choice of representation for primitive actions. We pre-
pared 3 common kitchen tasks decomposed in a sequence of
subtasks: (1) Make a bowl of cereal: place bowl, pour cereal,
and pour milk. (2) Make a cup of coffee: pour coffee into cup,
and pour milk into cup. (3) Prepare drinks for serving: place
orange juice on tray, and place strawberry juice on tray.

The individual tasks can be decomposed into a sequence
of primitive actions. For efficient learning, each primitive ac-

tion is represented as a dynamic movement primitive (DMP)
[20, 21]. For each of these tasks, a demonstration was provided
using the robot and the joystick controller for the robot. Each
task is completed by executing a sequence of DMPs. We use
an AprilTag [22] system with an external RGB camera to de-
tect the pose of objects during these tasks. Figure 4 shows a
DMP-based robot action for “cereal.” To generate an action se-
quence that could be implemented by a robot, DMPs need to be
aligned to short-horizon action labels consisting of 97 verb and
300 noun classes defined by Epic-Kitchen-100 as shown in Fig.
3. However, the DMPs need more information than the labels
of Epic-Kitchen-100 in order to manipulate objects so that the
robot can implement individual, object-specific tasks, such as
pick an object top-down (“top-down pick”) or place an object
sideways (“side place.”) To align the Epic-Kitchen labels to the
DMPs, we considered a set of verbs and nouns in a DMP as a
ground-truth.

6. Experiments
6.1. Conditions
We evaluate our proposed approach with instruction
videos in the cooking domain from Epic-Kitchen-100 [2],
YouCookII [18], QuerYD [19], and a newly collected in-house
dataset, where Epic-Kitchen-100 consists of egocentric videos
while the others consist of general cooking videos. We use a
subset of QuerYD, which includes only the videos categorized
into the “cooking” topic. The details are summarized in
Table 1. We extract video features with Omnivore [23], image
features with Contrastive Language-Image Pre-Training (CLIP)
[24], and audio features with Audio Spectrogram Transformer
(AST) [25]. The video and image features are concatenated and
projected to a single video feature sequence before feeding it to
the encoder. If a subtitle is available for a video, text features
are extracted by Glove word embedding [26]. Otherwise, we
feed an embedding vector for the <unk> label instead. The
numbers of dimensions of audio, visual, and text features are
768, 1024, and 300, respectively.

The audio-visual Transformer contains audio-visual and
text encoders with two-layer blocks, where the dimensions
of multi-head attentions are d

(V )
model = d

(A)
model = 768 for

audio-visual layer blocks and d
(T )
model = 300 for text en-

coder. The dimensions of the feed-forward layers are set as
d
(∗)
ff = 4 × d

(∗)
model . The action sequence decoder consists of

two-layer blocks, where d
(D)
model = 300. The caption decoder

has the same architecture as the action sequence decoder. The
number of attention heads is 4 for all the Transformer layer
blocks. The semantic classifier is a two-layer feed-forward
network that accepts two text feature vectors after mean pooling
over each word embedding vector sequence and outputs a
probability that the input vectors have the same semantic
content. The number of dimensions of the hidden layer is
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Table 1: Video datasets. “Video [sec]” and “Segment [sec]” show the average video and segment duration, respectively. “Actions”,
“Captions”, and “Subtitles” indicate whether the videos have the corresponding annotations or not. For most videos, subtitles are
speech transcriptions. “(A)” indicates testing by action generation, and “(C)” indicates testing by video caption generation.

Dataset #Videos #Segments Video [sec] Segment [sec] Actions Captions Subtitles Phase

Epic-Kitchen-100 [2] 10,549 74,972 1284.2 3.0 ✓ ✓ training/validation (A)
YouCookII [18] 1362 9507 319.1 19.6 ✓ ✓ training/testing (A, C)
QuerYD [19] (cooking) 88 1,628 192.8 4.6 ✓ ✓ training/testing (C)
MERL In-house 28 157 22.5 3.3 ✓ ✓ ✓ validation/testing (A)

300 and the output dimension is 1, which is converted to a
probability by the sigmoid function.

To evaluate the quality of generated action sequences,
we use BLEU-1, BLEU-2, and METEOR scores computed
between the generated and ground-truth sequences as used in
the robotics field [9, 10]. Additionaly, the task success rate was
evaluated. Since the size of the in-house dataset is small, we
conduct a 3-fold cross validation using 28 videos in the dataset,
where we split the dataset into 3 subsets consisting of 9, 9,
and 10 videos and use each subset for testing and the rest for
validation. Each validation set is used to choose the best epoch
model based on the METEOR score. In this paper, we report
the average scores over the three subsets.

6.2. Results
Table 2 shows the quality of generated action sequences using
different models, where “Baseline” denotes the model trained
with only the Epic-Kitchen-100 dataset without the caption de-
coder. “Multi-task” indicates that the model was trained by
multi-task learning together with the caption decoder using all
the datasets for training. “+Weak-sup.” indicates that we fine-
tuned the model with weakly-supervised learning after multi-
task learning. In the fine-tuning process, we used the sum of
multi-task loss Lmt and weakly-supervised loss Lweak.

The baseline model provided high BLEU/METEOR scores
for the EpicKitchen-100 validation set, while it did not per-
form well for the in-house dataset due to the mismatches in
video recording conditions and instruction styles, e.g., with ego-
centric or distant camera, and with narration, music, or silence.
For the in-house data, we obtained substantial improvement
over the baseline using multi-task learning. For example, the
METEOR score is 2.15 times that obtained with baseline. With
weakly-supervised learning, we further obtained additional 0.16
times and a total improvement from the baseline is 2.3 times the
METEOR score of the baseline. Additionally, we tested the im-
pact of the ASR errors using Google API. The ASR results with
30.9 WER slightly degraded the performance. Additionally, we
tested the development sets of YouCookII. The variation of the
scenarios is broader; thus, the total improvement is 1.4 times the
baseline in METEOR, which is worse than that of the in-house
data. Supplementally note that the caption decoder trained in a
multi-task training manner achieved 0.17 and 0.06 in METEOR
using a single reference on YouCookII and QuerYD, respec-
tively. The scores were almost comparable with those for video
captioning solo decoder trained using YouCookII and QuerYD.
This shows the caption decoder works reasonably and supports
semantic representation for action sequence generation.

Table 3 shows the result of an ablation study, where we re-
moved specific features from training and/or testing. The top
row corresponds to our best system without any ablations. The
audio features represent a wide variety of audio information, in-
cluding speech, event sounds, and noise. The model trained w/o
the audio features degraded the performance. This implies the
audio feature characterizes the scenes weakly as shown in [27] .

Table 2: Generated action sequence quality. YouCookII test set
has 50 videos with 1513 actions. The row with * shows the
impact of the ASR results with 30.9 WER by Google API.

Eval. set BLEU-1 BLEU-2 METEOR

Baseline Epic-Kitchen 0.499 0.374 0.296
Baseline In-house 0.228 0.049 0.101
Multi-task In-house 0.402 0.254 0.217
+Weak-sup. In-house 0.418 0.273 0.233
+Weak-sup.∗ In-house 0.414 0.266 0.228

Baseline YouCookII 0.160 0.022 0.072
Multi-task YouCookII 0.215 0.079 0.096
+Weak-sup YouCookII 0.227 0.085 0.104

Table 3: Ablation result. Each row shows the result when re-
moving the indicated feature during training and/or testing.

Training Testing BLEU-1 BLEU-2 METEOR

- - 0.418 0.273 0.233
audio audio 0.350 0.196 0.172

- audio 0.405 0.258 0.227
- subtitle 0.411 0.252 0.227

subtitle subtitle 0.382 0.232 0.202
- video/image 0.126 0.072 0.064

The subtitle features are essential for training. The degradation
in the last row w/o using video/image features implies the data
is not sufficient to train a model characterizing actions using
only speech instruction.

Table 4 shows the task success rate under the assumption
that the task can be successfully completed if all actions in the
video clip are predicted correctly. With task knowledge, we
masked out unrelated objects which do not exist on the work-
bench for the robot from the target vocabulary in micro-step
generation.

Table 4: Task success evaluation

Task Word error Action error Task success
knowledge [%] [%] rate [%]

56.8 82.2 10.7
✓ 36.6 55.4 32.1

7. Conclusions
This paper proposed a method for generating robot action
sequences from instruction videos. We use an audio-visual
Transformer that converts audio-visual features and instruction
speech to a sequence of robot actions. Additionally, we uti-
lize style-transfer-based training that employs multi-task learn-
ing with video captioning and weakly-supervised learning with
a semantic classifier to exploit unpaired video-action data.
Experiments with instruction videos from Epic-Kitchen-100,
YouCookII, QuerYD, and a newly collected in-house dataset
demonstrated that our proposed method improves the quality
of action sequences by 2.3 times the METEOR score obtained
with a baseline video-to-action Transformer. The best model
achieved 32% in task success rate with the task knowledge.
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