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Abstract
Question answering (QA) is a critical task for speech-based

retrieval from knowledge sources, by sifting only the answers
without requiring to read supporting documents. Specifically,
open-domain QA aims to answer user questions on unrestricted
knowledge sources. Ideally, adding a source should not decrease
the accuracy, but we find this property (denoted as “monotonic-
ity”) does not hold for current state-of-the-art methods. We iden-
tify the cause, and based on that we propose Judge-Specialist
framework. Our framework consists of (1) specialist retriever-
s/readers to cover individual sources, and (2) judge, a dedicated
language model to select the final answer. Our experiments show
that our framework not only ensures monotonicity, but also out-
performs state-of-the-art multi-source QA methods on Natural
Questions. Additionally, we show that our models robustly pre-
serve the monotonicity against noise from speech recognition.
We publicly release our code and setting.
Index Terms: open domain QA, QA from speech

1. Introduction
Open domain question answering (ODQA) aims to answer user
questions on unrestricted topics and knowledge sources. ODQA
systems are especially useful when information is dispersed
across sources, which makes it difficult for users to find rele-
vant information quickly. The goal of this paper is to improve
ODQA techniques to enhance the efficiency and effectiveness of
information retrieval through speech.

A major challenge in ODQA is to synergize multiple knowl-
edge sources such as unstructured text [1], structured or semi-
structured sources such as knowledge graph [2] and tables [3] by
leveraging their complementary strengths: structured sources are
highly precise but answer limited questions, while unstructured
text answers a wider range of questions due to its widespread
availability. A similar challenge is aggregated search [4] for
multiple vertical search engines, e.g., image or table search.
Aggregated search consists of individual verticals, and the aggre-
gator which ranks the vertical results for user satisfaction.

To illustrate, consider a query from Natural Questions
(NQ) [5]: “Who is the director of the film Avatar?”. This query
can be answered by both text search and table search in the ag-
gregated search, and the aggregator would decide to rank the
result with a higher expected quality first.

Meanwhile, prior work on multi-source ODQA, UniK-QA
[6] takes a different approach. UniK-QA unifies the represen-
tation of sources by linearizing graphs, tables, and lists into
unstructured text, such that a unified retriever-reader can identify
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Figure 1: Result in [6]. Added sources in prior work increase
the required storage for knowledge, but EM accuracy decreases.

an answer. For example, a table row containing the director
of Avatar can be transformed into the text (e.g., “Director of
Avatar is James Cameron”), such that information from diverse
sources can be jointly processed by retriever and reader. UDT-
QA [7] inherits this approach, and unifies the sources with a
pretrained language model (PLM). This line of work has shown
a significant improvement over single-source QA system, demon-
strating the benefit of incorporating multiple knowledge sources
in ODQA. However, we argue that previous work fails to exploit
the increased capacity and diversity of knowledge sources. To
motivate, Figure 1 shows that the performance (measured as
Exact Match, or EM) does not monotonically improve with in-
creased sources, as the addition of knowledge base (KB) results
in performance degradation.

We refer to this phenomenon as “non-monotonicity”, and
pursue the multi-source ODQA with “monotonicity” where the
addition of knowledge sources does not damage the performance.
Our analysis in Section 4.2 shows that the unified retriever
fails to cover multiple sources effectively, thereby causing non-
monotonicity. To address this issue, we revisit and explore the
framework of aggregated search in ODQA. We keep source-
specific retriever-readers as vertical ‘specialists’, and propose
‘judge’ to aggregate results for non-decreasing performance. We
denote this model as JS-HR, for Judge-Specialist model for High-
Resource scenarios. For low-resource scenarios where JS-HR
is not affordable, we employ multitask learning (MTL) to keep
resource requirement near constant over the increase of sources.
We denote this model as JS-LR in Figure 2, from which we
confirm that monotonicity holds for both JS-HR and JS-LR:
as the sources are added from T (text), TT (text and table), and
TTK (text, table and knowledge base), the performance increases
accordingly.

INTERSPEECH 2023
20-24 August 2023, Dublin, Ireland

3432 10.21437/Interspeech.2023-1391



Figure 2: Performance (line) and total parameter size for readers
(bar) of our methods in NQ.

Our empirical results also suggest that our proposed ap-
proach ensures monotonicity and outperforms the prior method
in NQ-speech dataset as well, representing realistic noises
from speech recognition. Our code and results are available at
github.com/YeonseokJeong/Judge-Specialist.

2. Background & Related Work
This section overviews preliminary knowledge and existing work
on ODQA, the task of answering general domain questions from
one or more knowledge sources.

2.1. ODQA with multiple knowledge sources

UniK-QA [6] proposed to unify knowledge sources into textual
format, such that simple transformer-based language models
(LM) can support all sources. In UniK-QA, structured data
such as table and KB are unified with unstructured text by lin-
earization; cell values on the same row are concatenated into
text by predefined rules. The unified knowledge is then used in
DPR-FiD pipeline (explained in 2.2), where the retriever collects
passages from multiple sources.

UDT-QA [7] unifies knowledge sources into unstructured
text as well, but with LM-based method known as verbaliza-
tion. In verbalization [8], PLM generates the unstructured text
which describes the content of given structured data.1 The uni-
fied knowledge is then utilized in DPR-UnitedQA [9] pipeline.
We adopt the same verbalization approach for our work, since
the authors report that the verbalized knowledge is favored by
readers over the linearized one. UDT-QA outperforms UniK-QA
on NQ, but the issue of non-monotonicity persists.

2.2. Retrievers and Readers

Retriever-reader architecture is conventionally adopted approach
for ODQA [1, 6, 9]. We build our model on DPR-FiD architec-
ture, since it is widely adopted by state-of-the-art multi-source
ODQA. FiD models are trained from T5-large huggingface
checkpoint.

DPR, or dense passage retriever, is widely used for the docu-
ment retrieval, such as in [1, 6, 7]. DPR demonstrated significant
improvement over the previous methods such as TF-IDF or
BM25 [10]. DPR retriever has the biencoder structure, which

1In UDT-QA, T5-large is used to verbalize structured data into text.
To keep the faithfulness of generation against hallucination / missing
information, training samples are filtered with ROUGE-1 score.

consists of a document encoder and a query encoder. The en-
coders are trained such that the embeddings of positive docu-
ments have greater dot product with the question embedding.

FiD, or fusion-in-decoder, is a commonly used reader com-
ponent in ODQA, due to its ability to effectively fuse informa-
tion from multiple passages [6, 11]. Implemented on encoder-
decoder model such as T5 [12] or BART [13], FiD encodes
retrieved passages independently, then the decoder computes full
attention on the concatenated representation of passages.

Our distinction is to separate retrievers and readers to obtain
answer candidates from each specific source, instead of relying
on unified retriever-reader pipeline. The judge then filters out
incorrect candidates to preserve the monotonicity. Our approach
is comparable to Watson [14], where multiple expert systems
produce candidates then aggregate them to determine the final
answer. However, while Watson relies on multiple different
low-level algorithms such as relation extraction, we leverage
the ability of transformer-based LM (T5-large) to evaluate the
candidates with unified knowledge.

3. Proposed Method
This section overviews JS-HR (Judge-Specialist for High Re-
source) optimizing for monotonicity (Section 3.1) and JS-LR
(Judge-Specialist for Low Resource) for a higher scalability
(Section 3.2).

3.1. Goal 1: Monotonicity

To preserve monotonicity, QA process is broken down into two
phases: V-step to collect enough answer candidates from vertical
specialists, and A-step to aggregate the candidates and determine
the final answer with the judge model.

3.1.1. V-step: Candidates from Specialists

The V-step aims to collect candidates from each vertical special-
ist, thereby improving the recall of the system. We use beam
search to generate candidates, and invest a larger beam size to
high-performing specialists, such that a more useful source can
provide more candidates. Specifically, beam size is set to be
proportional to the dev set performance (EM) of the specialist
reader representing a source.

We first determine the proportion of beam size for each
source, then allocate the beam size according to the manually
chosen total budget (total number of candidates). Formally, the
proportion pk for k-th source among m sources is calculated as
below:

pk =
EMk∑m
j=1 EMj

(1)

where EMx is the dev set EM of the specialist reader represent-
ing x-th source. Beam size bk is then calculated with regard to
the given total budget B.

bk = ⌈pk ·B⌉ (2)

We round bk to the nearest positive integer.

3.1.2. A-step: Selection with the Judge

In A-step, we aggregate candidates < A1, A2, ..., An > from
verticals and select the final answer. We frame the selection pro-
cess as a problem of calibration, quantifying the trustworthiness
of candidates with probability P from LM. Formally, candidate
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Figure 3: Overview of our method (JS-HR). Multiple specialists generate candidates, and one judge selects the final answer. For judge
model, we use fine-tuned T5-large.

answer A which consists of token a1, a2, ..., an can be evaluated
by LM probability P .

P (A|Q,C) = {
n∏

t=1

P (at|a<t, Q,C)} 1
n (3)

where Q is question and C is the context, which can be obtained
from both existing unified retriever2 and our proposed specialist
retriever.

The two types of retrievers have complementary strength.
If the answer is unanimously supported by all sources, the uni-
fied retriever can provide high-quality context. To illustrate,
in Figure 3, specialist retriever for text would bring relevant
passage “Avatar is a SF movie directed by James Cameron”,
and similarly specialists for table/KB would retrieve verbalized
evidences separately. Alternatively, unified retriever would in-
tegrate evidences from diverse sources: “Avatar is a SF movie
directed by James Cameron. (text) · · · Director of Avatar is
James Cameron. (verbalized table)”

Meanwhile, we can imagine another extreme where only
one of the sources supports the answer. In such case, passages
from non-supporting sources in the unified retriever would only
work as a noise. For such cases, using context from specific
source has the effect of denoising unrelated information.

We evaluate candidates with both types of context, and com-
bine two LM probabilities for the final selection. We provide the
context from unified retriever to the judge, and calculate the prob-
ability PJ for A1, A2, ..., An as Equation 3. Similarly, context
from specialist retriever is provided to the specialist reader, to
calculate the probability PS for each candidate. We then select
the candidate with the highest average value of PJ and PS from
the candidate set. While there are multiple ways to combine the
probabilities, we empirically found that a simple average gives
strong results.

2We use the same unified retriever across all multi-source settings
(TT, TTK). Specifically, we use unified retriever trained / inferred on TT
data for our main experiments.

3.2. Goal 2: Graceful Scaling

We discuss how to implement the Judge-Specialist framework,
for both high- and low-resource scenarios.

JS-HR (Judge-Specialist for High-Resource): By default,
we utilize the FiD [1] models for both the specialist readers
and the judge, which are trained on the passages of respective
sources. Additionally, we assume that each specialist operates
independently and is trained in isolation. This setting is referred
to as JS-HR, which is the original version of our Judge-Specialist
framework.

JS-LR (Judge-Specialist for Low-Resource): In an effort
to reduce the size of specialists, we can consider diverse MTL
techniques. We stress that JS-LR is orthogonal to any such
technique, and implement JS-LR with a widely adopted baseline:
we simultaneously feed single-source contexts to the model
during training, and backpropagate the sum of losses from each
source. This integrated model requires 3 times fewer parameters
than an original design while still serving as a specialist for any
source.

4. Experimental Results
4.1. Main Results

Table 1 shows the result of our models on NQ,3 compared to
existing methods. We also compare ours to the baseline model
which consists of UDT-QA retriever and FiD reader (referred to
as ‘Baseline’ in Table 1), to better observe the effect of the sepa-
rated retrievers. The result shows that (1) JS-HR outperforms ex-
isting methods (including baseline) in multi-source settings and
(2) JS-HR and JS-LR both preserve the monotonicity, whereas
other methods fail to benefit from KB. 4

3We use open-domain split of NQ, which contains 79K examples
for train set, 8.7K for dev set, and 3.6K for test set. Following [7], we
use the knowledge-answerable data augmented train set for TT / TTK
reader, which consists of 80K examples. We report single-run result
(both training and evaluation) on this dataset.

4We use 8 A6000 GPUs for the beam search, and 8 RTX 3090 GPUs
for other experiments. Each reader is trained with learning rate of 5e-5
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Model Text Text+Table TT+KB
(T) (TT) (TTK)

Prior methods
UniK-QA (multi-data) 50.3 54.6 53.7
UniK-QA (per-data) 49.0 54.1 54.0
UDT-QA 51.8 55.2 55.1
Baseline 50.9 53.7 53.0

Ours
JS-HR 50.6 56.1 56.3
JS-LR 48.7 54.5 54.6

Table 1: Experimental result on the test sets of NQ using EM
scores (with budget B=9)

Method JS-HR JS-LR
PS 51.0 50.9
PJ 55.3 54.5
PJS (ours) 56.3 54.6

Table 2: Ablation study on the selection in NQ using EM score
(TTK).

Figure 4: Analysis of non-monotonicity of a baseline in NQ
(TTK).

4.2. Cause of non-monotonicity

Figure 4 shows our analysis on the unified retriever-reader pair,
using the same retriever setting as [7] (baseline method discussed
in Section 4.1). Our analysis reveals that the non-monotonicity
results from the failure of the unified retriever.

We observe that the monotonicity holds in NQ subset, where
the retriever successfully obtains the oracle context that contains
the ground truth. (shown by the ‘Oracle-Ret EM’, dotted line
in the figure) However, without such condition, the retrieval
performance (‘R@50’5, bar graph) decreases as KB is added,
leading to the non-monotonicity in overall QA performance
(‘Total EM’, solid line). This result suggests that the unified
retriever has a limited generalizability towards multiple sources,
which motivates us to use the specialist retrievers.

and 10 epoch for 6 days, and the best checkpoint is selected by the
corresponding dev EM. We apply early stopping when the dev EM does
not increase within two consecutive epochs.

5R@50 indicates the retrieval recall within the top-50 passages.

4.3. Effects of Judge

Table 2 shows the ablation study on the selection. We observe
dramatic performance drops in all settings when PJ is removed
from the selection criterion, showing the critical role of the
judge. Meanwhile, the performance drop is limited when PS is
removed.

Model T TT TTK
Baseline 29.8 32.2 31.5
JS-LR 29.3 33.1 33.7
JS-HR 30.4 33.8 34.0

Table 3: Experimental result on the test sets of NQ-speech. (with
budget B=9)

4.4. Robustness to Speech Noises

To deploy QA models with speech interface, it is important
to consider whether the models can generalize to inputs with
real-life noises. To examine the robustness to such noises, we
tested our models in NQ-speech where questions contain errors
from automatic speech recognition (ASR) [15].6 Table 3 shows
that our models preserve monotonicity with speech noises, and
generalize better than the baseline method discussed in Section
4.1.

Additionally, we made a consistent observation in another
realistic noisy dataset, NQ-typo, where the questions have ran-
dom typo errors [16]. Our models perform closely to clean NQ,
achieving 39.1, 44.0, 44.2 in EM scores for JS-HR in T, TT,
TTK respectively. These results suggest that our models show
a higher generalizability in both settings, while their relative
performance may depend on the noise type – and ASR noise is
more challenging. A promising future direction is thus to close
such a gap using speech-targeted debiasing [15].

5. Conclusion
In this paper, we proposed a simple yet effective method to uti-
lize the complementarity in heterogeneous sources, and thereby
achieve the monotonicity, unlike the current state-of-the-art meth-
ods. Our proposed approach keeps readers and retrievers as
specialists to each source and adds a dedicated LM (the ‘judge’)
to aggregate candidates for the final answer. We validated the
effectiveness and monotonicity in both clean and speech settings.

6. Limitation
The focus of this work is to show the potential of Judge-Specialist
framework, not to optimize the judge/specialist model. Hence
we did not further explore for the optimal practice in this pa-
per, but any such effort can be orthogonally combined with our
framework.
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