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Abstract
Why do speakers amplify articulatory movements when com-
municating in noisy environments? This study examines the hy-
pothesis that hyper-articulation contributes to improved vowel
intelligibility in audio, visual and audiovisual domains. A
perceptual test was conducted with Audio-Only (AO), Visual-
Only (VO) and Audiovisual (AV) stimuli of vowels produced
in conversational and Lombard speech. The average score
of vowel recognition was significantly increased in Lombard
speech, compared to normal speech, for all perceptual modali-
ties (AO, VO and AV). Specifically, the distinctive features of
vowel height and backness were better perceived in Lombard
speech in both the audio and visual domains. Changes in speech
articulation in noise did not affect the perception of the round-
ing feature in the visual domain, but degraded it in the audio
domain. On the contrary, the perception of the spreading fea-
ture was decreased in Lombard speech in the visual domain, but
improved in the audio domain.
Index Terms: Lombard speech, hyper-articulation, multi-
modality, audiovisual intelligibility, perception

1. Introduction
Speech produced in a noisy environment, also known as Lom-
bard speech, exhibits several modifications compared to speech
produced in quiet. In particular, speakers speak louder and at
a higher pitch in noise. The spectrum of their voice is shifted
towards medium frequencies, and the first formant of vowels is
increased [1, 2, 3, 4, 5]. More recent studies also showed how
Lombard speech is characterized by increased amplitude and
velocity of articulatory movements of the jaw, lips and tongue
[6, 7, 8, 9, 10].

Perceptual studies have shown that all these acoustic and
articulatory changes have a positive impact on speech audiovi-
sual intelligibility [11, 7]. A significant perceptual benefit of
Lombard speech, compared to conversation speech produced in
quiet, has already been found in the audio domain alone, for the
comprehension of words and sentences [1, 12, 13, 14, 4, 6] and
more specifically, of vowels and voiced consonants [2]. Fur-
thermore, comparison of this perceptual benefit in audiovisual
and purely auditory conditions showed that visible articulatory
changes in Lombard speech also contribute, in most cases, to its
improved intelligibility in the visual domain (three participants
in [15]; hard listening condition in [11]).

However, all these studies focused on words or sentences
perception and examined the global consequences of the Lom-
bard effect on speech intelligibility. Yet, little is known about
the more specific consequences of the Lombard effect on seg-
ment intelligibility. In production, several studies have already
documented, for several languages, the acoustic modifications

of Lombard speech at the phonemic level [3, 1, 2, 16]. In par-
ticular, they showed that vowel systems are not only shifted to
higher F1 frequencies, but that they undergo a more global reor-
ganization, affecting the acoustic distance between the different
vowel categories – and thus, potentially their perceptual con-
trast. Similarly, segment-specific modifications of lip round-
ing, spreading, protrusion or compression have been reported in
previous studies of Lombard speech [17, 10]. The goal of this
study is therefore to examine in detail the consequences that
the Lombard effect can have on the perceptual recognition and
discrimination of vowels, in the audio, visual and audiovisual
domains.

2. Material and Method
2.1. Audiovisual recordings

Three native French-speaking women were recorded while
playing an interactive game in silence and 85 dB broadband
noise [5]. The game consisted of communicating information
to the experimenter, who stood 2.5 m in front of the speaker. It
required to use 15 highly confusable words ([lala], [lela], [lale],
[lali], [lila], [lyla], [laly], [lalu], [lula], [pala], [lapa], [bala],
[laba], [mala], and [lama]), in unpredictable utterances, so that
the recorded speech was produced with a search for intelligibil-
ity. The audio signal was recorded with an AKG microphone
placed 20cm away from the lips, then digitized at a rate of
44.1kHz. Front videos of the speaker, focused on the lips, were
synchronously recorded at a rate of 25 images/s.

2.2. Stimuli

The five target words [lala], [lela], [lila], [lyla] and [lula] pro-
duced in initial and final position of the utterances were selected
to constitute the stimuli of a perceptual test. These words were
segmented from the video recording with their preceding de-
terminer “La”. Thus, the five vowels /a/, /e/, /i/, /y/ and /u/ of
interest were situated in the central syllable of a same syntagm
(“La l la”). This way, 120 audiovisual stimuli were created (5
words * 2 positions within the utterance * 2 conditions * 2 rep-
etitions of each condition * 3 speakers). All these stimuli were
normalized in intensity, according to their average sound pres-
sure level, over the whole phrase (“La l la”). Thus, the stimuli
of Lombard speech (clean of any ambient noise in which it was
produced) were as loud as the stimuli of speech produced in si-
lence. In a second step, both the normal and Lombard stimuli
were degraded by the same broadband noise used in the record-
ing session, with a signal to noise ratio of -15 dB (based on
[18]). Two additional sets of 120 Audio Only (AO) and 120
Visual Only (VO) stimuli were created from these original AV
stimuli. For AO stimuli, the video stream was replaced by a
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Figure 1: Examples of the 5 French vowels [a], [e], [i], [y] and [u] produced by the same speaker in conversational and Lombard
speech.

black screen. For VO stimuli, the audio stream was replaced
with silence.

2.3. Perceptual test

29 listeners (21 males and 8 females, of 38 ± 13 years old), par-
ticipated in the perceptual test. All were native French speakers
and had no hearing or vision problems. Participants were seated
in a quiet room, 30cm away from the screen. The videos were
presented with the software Presentation (Neurobehavioral sys-
tems) in a 1:1 ratio with reality, so that the conditions of percep-
tion were as close as possible to a real face-to-face interaction
situation. Participants listened to the stimuli with headphones
(Sennheiser HD 250 linear II). The presentation level of the
stimuli was calibrated before the experiment to a comfortable
level of 75dB, using an artificial ear (Bruël&Kjaer 4153). The
task was to identify by forced choice the central vowel of the
phrase “La l la”, among 5 possible choices: “a”, “é”, “i”, “u”
and “ou” (see Figure 1). The listeners were allowed to replay
the stimuli as many times as they wished, although they were
encouraged to do so only if absolutely necessary. The test con-
sisted of three consecutive sessions of perceiving (1) AV stim-
uli, (2) AO stimuli and (3) VO stimuli. This order was the same
for all the participants. In contrast, the 120 stimuli within each
session were presented in a different random order for each par-
ticipant.

3. Results
3.1. Vowel identification

Figure 2 shows the average vowel recognition rate in nor-
mal and Lombard speech, for the three speech perception
modalities. When all vowels are considered, the results show
that the average vowel recognition rate was significantly im-
proved in Lombard speech, compared to normal speech (+5.2%,
F(1,28)=32.16, p < .001), with a similar intelligibility gain for
the AV, AO and VO modalities, of +4.2%, +5.7% and +5.6% of
recognition respectively (No significant interaction between the
factors Speech type and Perceptual modality: F(2,56)=0.309,
p > .7). Results are more complex within each vowel cate-
gory (see Figure 3). First, and as expected, a significant in-
teraction was found between the factors Vowel and Percep-
tual modality (F(8,224)=19.488, p < .001). This reflects that
some vowels such as [a] and [e] were overall less recognized
when auditory information was missing (-14.3% of recognition
in the VO modality, compared to the AV and AO modalities),
whereas rounded vowels such as [y] and [u] were less recog-

nized in absence of visual information (-30.7% of recognition
in the AO modality, compared to AV and VO modalities). Fi-
nally, the vowel [i] was very well recognized when both audio
and visual information were available, whereas its intelligibil-
ity was reduced in the AO and VO modalities (by -35.5% and
-27.2%, respectively). A significant interaction between the fac-
tors Speech type and Vowel was also found (F(4,112)=11,853,
p < .001), reflecting the fact that some vowels such as [a] and
[i] always tended to be more intelligible in Lombard speech
(+15.8% and +12.0% of recognition, respectively) whereas oth-
ers such as [y] always tended to be more difficult to recognize
in Lombard speech (by -5.6%, on average). Listeners showed
great variability in vowel identification, such that the intelligi-
bility gain of Lombard speech was statistically significant for
the vowel [a] only (F(1,28)=95.863, p < .001).

Figure 2: Average perceptual recognition scores of vowels pro-
duced in silence (Normal) and in noise (Lombard), and per-
ceived in the audiovisual (AV), audio-only (AO) and visual-only
(VO) modalities.

3.2. Perceptual recognition and discrimination of phono-
logical features

3.2.1. Vowel height (both audible and visible)

In Figure 4, the first two bars of each graph represent the per-
centage of cases in which the vowels [i], [y] and [u] were per-
ceived as [i], [y] or [u]. In other words, this percentage repre-
sents the recognition score of the phonological feature “closed”.
The results show that this feature was recognized very robustly
in all modalities (mean score of 89.5%). The identification of
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Figure 3: Perceptual recognition scores of 5 French vowels produced in silence (Normal) and in noise (Lombard), and perceived in the
audiovisual (AV), audio-only (AO) and visual-only (VO) modalities. The dotted line indicates the chance level (20%).

Figure 4: Scores of correct categorization, by phonological features, of vowels produced in silence (Normal) and in noise (Lombard),
and perceived in the audiovisual (AV), audio-only (AO) and visual-only (VO) modalities. The dotted line indicates the chance level
(40% for the features “Rounded” and “Spread”, 60% for the features “Closed” and “Front”).

Figure 5: Confusion scores between vowels or vowel groups that differ in a phonological feature. Vowels were produced in silence
(Normal) and in noise (Lombard), and were presented to listeners with the visual modality (VO), the audio modality (AO) or both (AV).

this feature was significantly improved in Lombard speech for
the AO modality (+9.6%), whereas it did not increase much in
the two other modalities (+2.6%). (Significant effect of the
factor Speech Type: F(1,28)=18,725, p < .001 and signifi-
cant interaction between the factors Speech type and Perceptual
modality: F(2,56)=7.725, p=.001). In Figure 5, the first graph
represents the percentage of cases in which the opened vowel
[a] was perceived as a closed vowel ([i], [y] or [u]), and vice
versa. In other words, this percentage represents a mispercep-
tion score of the “vowel height” feature. Similarly, the second
graph represents the confusion score between the open vowel
[a] and the mid-closed vowel [e]. The results show that the
misperception of the feature “vowel height” was very marginal

in all modalities and that the confusion between the vowels [a]
and [e] was significantly reduced in Lombard speech (by -5.3%,
F(1,28)=46,582, p < .001).

3.2.2. Backness (mainly audible)

Figure 4 represents the percentage of cases in which the front
vowels [i], [e] and [y] were perceived as a [i], a [e] or a [y].
The middle graphs of Figure 5 represent misperception scores
of the feature “backness”. The results show that this feature was
recognized fairly robustly accross all modalities (average score
of 79.8%). A significant interaction was observed between the
factors Speech type and Perceptual modality (F(2,56)=14.137,
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p < .001), showing that the identification of this feature slightly
increased in the AO modality (+5.7%) while it decreased in the
VO one (-7.8%), finally resulting in an unchanged intelligibility
in the AV modality. Furthermore, the results show that confu-
sion between the front vowels [i], [e] and [y] and the back vowel
[u] can be relatively high: around 20% in all modalities, with
an improvement in Lombard speech for the AV modality. Simi-
larly, confusion between [y] and [u] can be as high as 43.8% in
the AV modality. Overall, the misperception of the “backness”
feature, which theoretically distinguishes [y] from [u] and [i]
from [e], was reduced in the AO modality, compared to the VO
modality, and even more reduced compared to the AV modal-
ity. Nevertheless, these confusions were significantly reduced
in Lombard speech (by -8.3% on average, F(1,28)=109.264,
p < .001), especially in the AV modality (-18.8%).

3.2.3. Rounding (mainly visible)

Figure 4 represents the percentage of cases in which the rounded
vowels [y] and [u] were perceived as a [y] or a [u], and the
percentage of cases in which the spread vowels [i] and [e]
were perceived as a an [i] or [e]. The results show that the
“rounded” feature was highly recognized when visual informa-
tion was available (98.1% of recognition in AV and VO modal-
ities), whereas the recognition rate was not above chance level
in the AO modality. Similarly, the “spread” feature was highly
recognized in the AV modality (94.2% of recognition) and in
the VO modality (82.4%), whereas its identification was sig-
nificantly more difficult in the AO modality (65.2%, which is
above chance level though). However, the two features were
not affected in the same way by the Lombard effect. Round-
ing perception remained unchanged in Lombard speech for VO
and AV modalities, whereas it decreased in Lombard speech for
the AO modality (-9.1%) (Significant interaction between the
factors Speech type and Perceptual modality: F(2,56)=9.687,
p < .001). On the contrary, Spreading identification tended de-
crease in Lombard speech for VO and AV modalities (-3.2%),
whereas it increased in the AO modality (+13.2%) (Signifi-
cant interaction between the factors Speech type and Percep-
tual modality: F(2,56)=12.905, p < .001). The last two graphs
of Figure 5 represent the confusion rate between the rounded
vowels [y] and [u], and the spread vowels [i] and [e], as well
as the degree of misperception of the “rounding” feature in the
discrimination of the vowels [y] and [i]. The results show that
the rounding feature was misperceeived only in the AO modal-
ity, with a high level of confusion (up to 35%). In contrast to
all other confusions, the misperception of the “rounding” fea-
ture in the AO modality was significantly increased in Lombard
speech (by +4.5% F(1,28)=9.159, p=.005).

4. Discussion and conclusion
At the global word and sentence level, previous studies have
shown that Lombard speech is more intelligible than normal
speech in both audio and audio-visual modalities [13, 1, 2, 14,
12, 11, 4, 6, 7]. This study confirms this tendency at the more
specific level of vowel recognition. Furthermore, previous stud-
ies have shown that the intelligibility gain provided by the vi-
sual modality, in addition to an auditory-only perception of ut-
terances, was in most cases greater in Lombard speech than in
speech produced in silence [15, 11]. This was not the case in
our study, focusing specifically on vowel perception, where this
gain remained similar in Lombard speech as in conversational
speech. In addition, our study specifically examined the conse-

quences of the Lombard effect in the visual modality alone. The
results showed that the benefits of the Lombard effect on vowel
recognition also extend to the visual modality alone. These dif-
ferent results should be considered with caution, however, since
the condition order (AV, AO, VO) was the same for all the par-
ticipants. We therefore cannot exclude that they might be influ-
enced by a learning or fatigue effect. In any case, such results
have clear implications, not only to the improvement of com-
munication efficiency in noisy environnements – especially for
people such as teachers, who are confronted daily with such en-
vironments in their workplaces [19], but also to the development
of speech enhancement techniques [20], and the improvement
of the robustness of ASR systems in noisy conditions [2].

The recognition scores observed in this perceptual study
can now be discussed at the light of acoustic and articulatory
changes observed in production by previous studies of Lom-
bard speech. Vowel height is the only phonological feature that
was highly recognized in all modalities, which is logical since
the perception of vowel height relies on both audible and visible
cues (F1, jaw aperture). Its recognition was improved in Lom-
bard speech, especially in the AO modality. This is consistent
with the increased contrast in lip aperture and along the F1-F0
dimension that was previously reported in production for Lom-
bard speech [1, 2, 3, 16, 10]. Rounding was highly recognized
in VO and AV modalities, but not beyond the chance level in
the AO modality. This also makes sense since the grouping of
vowels [y] and [u] in a same phonological category relies pri-
marily on visible cues. Rounding recognition was at its best
in normal speech for the VO and AV modalities. It was not
reduced in Lombard speech, despite the overall increase in lip
opening in noise that has also been observed in rounded vowels
by previous production studies [16, 10]. This is consistent with
previous studies showing that visual intelligibility of rounded
vowels is highly resistant to articulatory changes [21]. On the
contrary, audio recognition of rounding decreased in Lombard
speech, which is consistent with the significant increase of both
F1 and F2 in vowel [u] produced in noise [1, 2, 3, 16, 10]. Sim-
ilarly, spreading was well recognized in VO and AV modalities.
Spread vowels were confused with rounded vowels only in the
AO modality. However, the recognition of spreading decreased
in Lombard speech in the modalities providing visual informa-
tion, whereas it increased in the AO modality. The observed
degradation in the visual domain is consistent with the reduced
contrast in lip spreading that was observed in production for
Lombard speech [16, 10]. The improvement observed in the
audio domain cannot be explained by variations in F2. It might
be found in the variations of F3. Finally, vowel backness was
the least well discriminated feature in all perceptual modalities.
Most of the confusions between the 4 closed and mid-closed
vowels [i], [e], [y] and [u] stemmed from a misperception of the
backness feature. This weakness of the backness feature makes
sense in the VO modality, since backness relies primarily on au-
dible cues (F2). Its weakness in the AO and AV conditions is
more difficult to explain, since these modalities provide the in-
formation about F2. Furthermore, perceptual discrimination of
front and back vowels was improved in Lombard speech, for all
modalities, which is not consistent with the reduced contrast in
F2 measured in production for Lombard speech [1, 2, 3, 16, 10].
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