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Abstract

There have been various approaches to separate mixed voices.
In the real world, input voices contain many different kinds
of background sounds but existing methods have not consid-
ered the background sounds in model architectures. These ap-
proaches are difficult to control the background sounds directly
and the voice separation results include the background sounds
randomly. In this paper, we propose an extended voice sepa-
ration framework, background-sound controllable voice source
separation that can control the degrees of background sounds of
voice separation outputs using a control parameter that ranges
from O to 1 without additional mixing procedures. Several ex-
periments show the controllability of background sounds on
various real world datasets with preserving voice separation per-
formances.

Index Terms: background-sound controllable, voice source
separation, speech separation, deep learning.

1. Introduction

Voice source separation is to separate mixed voices from an
original source. There are many approaches to utilize the voice
source separation technology in the real life. For example, you
may want to concentrate on your son or daughter’s voice in a
video that includes other voices or background sounds and these
sounds can disturb your concentration. In this case, you want
to remove other voices and background sounds, or just remove
other voices and leave the background sounds due to naturalness
of the audio source. Some background sounds are just noises
that need to be removed, but some background sounds like mu-
sic may not disturb your concentration. Therefore, background
sounds need to be considered in voice source separation.

Deep neural networks are the most effective frameworks
on voice source separation tasks and there have been various
approaches to separate mixed voices based on deep neural net-
works. In [1, 2, 3, 4], the authors propose audio-only speech
separation based on convolutional neural network (CNN), long
short-term memory (LSTM), or Transformer [5] structures.
Time-domain signals or short-time Fourier transform (STFT) is
the input of these models and fixed number of mixed voices are
separated. Permutation invariant training [6, 7, 8] solves label
permutation problem of audio-only speech separation. These
approaches choose the number of target speakers before train-
ing and always separate fixed number of voices. Another ap-
proaches in [9, 10, 11] use prior speeches of a target speaker to
separate one target speaker voice from mixed audios.

The other recent works in [12, 13] are also deep neural net-
work based models and use visual information of target speak-
ers including lip motion, face image, or face detection videos.
The architectures are based on U-Net [14] and CNN networks

[13], or Transformer structures [5, 12].

However, existing models do not consider the background
sounds contained in mixed sources and the voice separation re-
sults include the background sounds randomly. It is not pre-
dictable how much background sounds are in separation results.
In addition, computing the background sounds after separating
all mixed voices and subtracting the separated voices from an
original mixed source can make artifact sounds and some voices
can remain in computed background sounds. Another example
to control the background sounds is to use speech enhancement
models [15, 16] after separating target voices. However, pro-
cessing outputs of models multiple times can also accumulate
artifacts, so the final outputs may not be close to ground truths.
These mean that we need to control the background sounds in
a model and additional modules are required to extract back-
ground sound features.

In this paper, we propose an extended voice separation
framework, background-sound controllable voice source sep-
aration that can control the degrees of background sounds of
voice separation outputs using a control parameter o € [0, 1].
The proposed model does not require additional post-processing
or audio mixing procedure to control the background sounds.
An input of the proposed approach is STFT of mixed voices
and a control parameter, and the output is a separated target
voice with background sounds controlled by .

The contributions of this paper are as follows. First, we pro-
pose a background sound feature extractor that extracts features
of background sounds, and the features are used to determine
the skip-connected features that are generated from each sepa-
ration encoder block. Second, we devise a background sound
controller with a control activation function that is four times
of derivative of sigmoid function. The skip-connected features
from separation encoder blocks are multiplied by outputs of the
control activation function, and in this way, the features that
are related to the background sounds are controlled by control
parameter o and features from the background sound feature
extractor.

The remainder of this paper is organized as follows. In sec-
tion 2, we present the proposed method for background-sound
controllable voice source separation. We then provide qualita-
tive and quantitative experiments on real-world datasets to show
controllability of background sounds in section 3. Finally, we
draw the conclusion with a furture work in section 4.

2. Proposed Method

Given a mixed audio m = Zf;l v, +b € ]RT, where N is
the number of speakers, 7" is the length of the audio, v; € R”
is a voice of speaker i, and b € R” is a background sound.
The goal of our approach is to separate a target speaker ¢ and
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Figure 1: The entire structure of our proposed model. We introduce a background sound feature extractor that analyzes representations
of background sounds and a background sound controller that determines the magnitude of skip-connection features from separation
encoder blocks. The detailed description of background sound controller is shown in Figure 2
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Figure 2: Detailed description of background sound controller.
A same color of dotted arrows in Figure 1 follows these com-
puting steps.

control the background sound b with the control parameter «
simultaneously. Therefore, the final output of the model is v; +
ab. In this framework, it is not necessary to extract v; and b
separately and mix two sources. The proposed model consists
of a voice separation network and background sound control
network. We use base structures of VisualVoice [13] as a voice
separation network, and newly introduce a background sound
control network in this paper.

2.1. Baseline Voice Separation Network

The voice separation network consists of separation encoder
& decoder modules, lip feature network, and face feature net-
work. First, we convert a time domain audio m to frequency
domain M € R2*X*T" yging short-time Fourier transform
(STFT), where K is the number of frequency bins and 7" is
the number of frames. The encoder has 8 convolution blocks
and each block contains 2d-convolution, Batch Normalization
[17], and LeakyReLU. The decoder is symmetric to the en-
coder, so the decoder has also 8 convolution blocks and each
block contains upsampling, 2d-convolution, Batch Normaliza-
tion, and ReLU [18]. In addition, there are skip connections
between encoder blocks and corresponding decoder blocks, and
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the skip-connected features from encoder blocks are concate-
nated with the corresponding features of decoder blocks. In the
middle of the U-Net structure, since we use lip-motion and face
information [13, 19] to separate a target speaker, the lip mo-
tion features and face image features are concatenated with the
output of the encoder.

Using one of the state of the art lip reading model [20],
the lip motions are extracted from face detected videos. [20]
uses 3D convolutions to get the region of lip motions. The lip
motions are obtained before training. ShuffleNet v2 [21] and
temporal convolutional network (TCN) [22] make the represen-
tations of the lip motions. Facial representations are obtained by
ResNet-18 [23], and the lip motion & face features and encoder
outputs are concatenated in the middle of the U-Net structure.

2.2. Proposed Background Sound Control Network

We propose a background sound feature extractor to control the
magnitude of background sounds. The background sound fea-
ture extractor has a same structure with the separation encoder
to analyze the background sound feature channels for each en-
coder block. Some channels of features of encoder blocks have
arole in preserving background sounds and some channels have
roles related to voice components. The background sound fea-
ture extractor can find whether corresponding channels are re-
lated to background sounds. The entire architecture of the pro-
posed model is described in Figure 1.

In addition, we design a control activation function f(x)
shown in Equation 1.

4e™ 7
f(z) = de)e 4(1 - o(z))o(z) (1
where o(x) = H%

The properties of this function are as follows. First, the range
of the function value is in (0, 1]. Second, the domain of this
function is in the real line. Third, the maximum value is 1 at
x = 0. Lastly, this function is symmetric about the y-axis. Let
an output of k-th encoder block be hy, and an output of k-th
block of background sound feature extractor be hf. Given a
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Figure 3: Spectrogram visualizations of an example on Korean Utterance Dataset. (a) is a mixed audio that consists of voices and a
background sound, (b)-(f) are voice separation results according to o, and (g) is a ground truth at o« = 1. (h) is a separation result
on baseline [13] model. (i) is a difference between separated audios at o« = 0.25 and o« = 0, (j) is a difference between separated
audios at « = 0.5 and o = 0.25, (k) is a difference between separated audios at o = 0.75 and o« = 0.5, (1) is a difference between
separated audios at o« = 1 and o = 0.75, and (m) is a difference between separated audios at « = 1 and o = 0. (n) is a ground truth

background sound mixed in a mixed audio.
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Figure 4: Spectrogram visualizations of an example on VoxCeleb2. All explanations are same as Figure 3 except that we compute the
ground truth background sound (n) by subtracting two voice outputs of speech enhancement model [15] from a mixed audio.

control parameter o € [0, 1], the skip-connected feature hj, can
be described as follows (background sound controller):
h, = f(h} x (1 — )) x hg. )
The visualization of this computation is shown in Figure 2.
Ifa =1, f(hi x (1 — «)) is always 1, thus hy, is same as h;,.
Therefore, background sounds are preserved in the voice sepa-
ration output. If @ = 0, f(hy, x (1 — «)) depends on |hf|. If
|hy| is large, f(hj, X (1—«)) will be decreased to near zero and
hj, will be decreased to zero. It means that hy, is a feature of
background sounds and if « decreases, the background sounds
are reduced. On the other hand, if |h{| is small, |h§ x (1 — &)
is also small even if « decreases. Thus, f(hf x (1 —«)) is near
1 and hy, is sent to the decoder without reduction. It means that
h is not the component of background sounds. With this struc-
ture, we can adaptively control the background sound features
according to the control parameter c.

2.3. Training Strategy and Implementation Details

We learn the model on « € {0,0.5,1}, and the model is able
to work on v € [0,1]. When @ = 1, the target is a voice that
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includes background sounds, and when o = 0, the target voice
is a clean voice without background sounds. When a = 0.5,
we mix a clean voice and the same voice including background
sounds with same ratio, and use this as a target. Additionally,
we use 16kHz sampling rate, and in STFT, hop length is 160,
window length is 400, and size of Fourier transform is 512. The
length of a voice segment is 2.55 second. The proposed model
predicts the STFT complex masks and the loss function for the
mask is L2 distance. Additionally, we use audio-face feature
matching loss [13] and speaker verification loss [24, 25]. In
audio-face feature matching loss, audio and face features from a
same speaker need to be similar in cosine similarity. In speaker
verification loss, audio features from a same speaker need to
be similar, but voice features from different speakers should be
different in cosine similarity. We use ResNet-18 to extract audio
features of separated audios.

3. Experiment
3.1. Dataset

¢ Korean Utterance Dataset (KUD) [26] consists of 30
speakers and has about 10 hours recorded videos. There are
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Figure 5: SDRi results on Korean Utterance Dataset (a) and
VoxCeleb2 (b). The reference audio for each o is v; + ab when
computing SDRi. We use different number of blocks of back-
ground sound feature extractor (2, 5, 8) for each condition (1,
2, 3).

23 speakers on training data, 7 speakers on test data. The
test dataset is unseen on training step. Speakers read Ko-
rean scripts randomly in a fixed room. Since the videos are
recorded in a controlled environment, the recorded voices
have less noises and are clean relatively. Therefore, when
a = 1, we add up background sounds to raw voices. When
a = 0, we use the dataset itself as targets.

* VoxCeleb2 dataset [27] has 150,480 face recognition videos,
1,128,246 utterances, 2,442 hours, and over 6,000 celebri-
ties. There are 5,994 speakers on training data, 59 speak-
ers on validation data, and 59 speakers on test data. Vox-
Celeb2 dataset contains various background sounds. There-
fore, when o = 1, we use VoxCeleb2 dataset itself as targets,
and when o = 0, we use speech enhancement model [15] to
generate clean voices.

* Background Sound Dataset we collected using a smart-
phone has 13 categories (traffic-street, café, office, etc.)
about 17 hours. We use this dataset to make target labels
on Korean Utterance Dataset when o = 1.

3.2. Spectrogram Visualization

Figure 3 and 4 show separation results on Korean Utterance
Dataset and VoxCeleb2 respectively. Two speakers are ran-
domly mixed with same ratio, and in the case of Korean Utter-
ance Dataset, each voice is mixed with a background sound. In
(b)-(f) from Figure 3 and 4, we can observe significant changes
when the control parameter is changed from O to 1. The spec-
trogram of o = 1 contains most of the background sounds, and
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KUD VoxCeleb2
a=0 a=0.7
Visual Voice [13] 8.92+2.68 10.06 £+ 2.48
Proposed (Condition 1) 895 +£2.94  10.50 & 2.38
Proposed (Condition 2) 9.40 +=2.40 10.54 +2.41
Proposed (Condition 3)  9.32 +£2.24  10.50 &+ 2.25

Table 1: SDRi evaluations for o where SDRi value of the base-
line model is maximized for each dataset in Figure 5.

the background sounds are reduced when the control parame-
ter goes to zero. To show the increase of background sounds
from O to 1, we compute and visualize the differences between
separated audios at & = 0.25 % (¢ + 1) and @ = 0.25 * ¢
for i € {0,1,2,3} in (i)-(I). (m) results in both figures are
predicted background sounds, and (m) and ground truth back-
ground sound (n) are close on both datasets. These experimen-
tal results show that we can design continuous neural network
functions on control parameter « that controls the amount of
specific audio elements like background sounds without perfor-
mance degradation.

3.3. Quantitative Experiment

Figure 5 describes the quantitative results on Korean Utterance
Dataset (a) and VoxCeleb2 (b). A mixed audio consists of two
speakers and a background sound. The x-axis is the control pa-
rameter « and the y-axis is Signal to Distortion Ratio improve-
ment (SDRi) computed by the Python library [28]. For each
a, we use different references, v; + ab, to compute the SDRi
scores. Since we know v; + b and v;, we mix the two audio
sources v;(1—a)+(vs;+b)a = v;+ab, and use these sources
as the references when computing SDRi. Figure 5 shows that
the proposed model has controllability of background sounds
on both datasets since the separation outputs of the proposed
model are more similar to the ground truths than the baseline
model predictions for all .. In Table 1, we compute SDRi for o
where SDRi value of the baseline model is maximized for each
dataset in Figure 5. The « values that we use in Table 1 are dif-
ferent on two datasets since the amount of background sounds
in baseline outputs is unpredictable. The results indicate that
the proposed model learns the representations of background
sounds without loss of performances on voice separation tasks.

4. Conclusion and Future Work

In this paper, we propose an extended Al framework,
background-sound controllable voice source separation that can
control the amount of background sounds and separate a target
voice simultaneously. Without the loss of the separation perfor-
mances, the model can extract general features of background
sounds and does not require additional audio mixing procedures
to control background sounds. We show the controllability of
background sounds qualitatively and quantitatively on various
real world datasets. As a future work, we think it is meaningful
to analyze the relationship between the control parameter and
loudness (LKFS [29]) of the background sound.
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