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Abstract
This paper explores domain adaptive self-supervised train-

ing of automatic speech recognition (ASR). Unlabeled data
from the target domain can either be used in training the self-
supervised pre-trained model or in the fine-tuning stage using
semi-supervised approaches for the ASR task or both. Here we
specifically focus on how semi-supervised approaches can en-
hance domain adaptation of pre-trained models built using self-
supervised learning (SSL). For the purpose of this study, we use
variants of English accents as the data from different domains.
ASR experiments targeting single domain achieve relative word
error rate (WER) reduction in the range 2.7-41.8% based on the
extent of domain mismatch, while in the multiple-domain set-
ting we achieve a relative WER reduction of 8% on average us-
ing semi-supervised fine-tuning on top of the model pre-trained
with target domain using SSL.
Index Terms: Automatic speech recognition, self-supervised
learning, domain adaptive training, accented speech.

1. Introduction
Self-supervised learning (SSL) is an unsupervised learning ap-
proach that utilizes information extracted from the input data it-
self as the labels to learn representations useful for downstream
tasks [1–3]. In speech representations learning using SSL, a
representation model is first trained using unlabeled audio data,
also commonly referred to as pre-trained model. The learned
representations from the pre-trained models are later used for
training a model for the downstream task from scratch [4, 5] or
the entire pre-trained model is fine-tuned to downstream task
[6–8]. In self-supervised training of automatic speech recogni-
tion (ASR) systems, the fine-tuning often requires supervised
data, i.e. paired speech and text data.

Unlabeled target domain data which is close to the domain
of test data can be collected in several realistic scenarios on the
usage of ASR systems. For instance, when users speak to a
smart speaker, their voices can be gradually stored as anony-
mous target domain data. This unlabeled data can subsequently
be used to improve the ASR model implemented in the smart
speaker. When the ASR system is trained with SSL, the un-
labeled target domain data can be efficiently used to improve
the training of the ASR system. In [9], the authors explored
the use of target domain data in self-supervised pre-training of
ASR system and found that this helps improving significantly
the ASR performance on test data of domains close to that of
the unlabeled data which were added to the pre-training.

The present paper explores the use of unlabeled data for do-
main adaptation. With the recent advances in SSL, unlabeled
target domain data are widely explored for adaptation in the
form of retraining the pre-trained model [9,10]. However, semi-

supervised approaches can also be applied for adaptation using
unlabeled target domain data, which are not widely explored in
the context of SSL frameworks. Semi-supervised approaches
can be employed to generate pseudo-labels on the target do-
main data, which can be used in fine-tuning the self-supervised
pre-trained model.

In this paper, we primarily focus on improving ASR per-
formance to unseen accents using SSL in combination with
pseudo-labeling for fine-tuning with semi-supervised data. To
the best of our knowledge, this is the first time semi-supervised
fine-tuning is explored in domain adaptive self-supervised train-
ing of accented speech recognition. Experiments are conducted
using American accents as in-domain data, where models are
trained on the Librispeech corpus [11]. Unseen accented data
comes from L2-ARCTIC non-native English corpus [12], the
British Isles corpus of British English accents [13], and the
NPTEL corpus of English spoken with Indian accents [14]. The
results show that the proposed approach is effective in improv-
ing the ASR performance in both single-domain and multiple-
domain scenarios.

The paper is organized as follows. In section 2, we present
previous works which are related to the work in our paper. Do-
main adaptive self-supervised training of ASR is presented in
section 3. Experimental settings and results are presented in
section 4. Finally, section 5 concludes the paper.

2. Related works
Using unlabeled target domain data, similar or closer to the do-
main of the test data, in self-supervised pre-training of ASR
system was explored in [9, 10] and was found to significantly
improve the ASR performance on test data. It was also shown
that pre-training on multiple domains increases the robustness
to completely unseen domains [9]. In [15], the authors inves-
tigated the use of the SSL ASR model to generate pseudo-
labels for supervised training of a Transformer-based sequence-
to-sequence ASR model, which was shown to surpass the initial
SSL ASR model’s performance on Librispeech.

The use of pseudo-labels in ASR for semi-supervised train-
ing has been widely explored in literature [16–20]. In semi-
supervised training, a base or teacher model is used to gener-
ate pseudo-labels whereas the student model is tuned on the
data that consists of ground truth labels and pseudo-labels. The
pseudo-labeling process can be further improved by filtering out
pseudo-labels with low-confidence [21] or performing iterative
refinements [22–24].

In this paper, we explore domain adaptive self-supervised
training of ASR. In contrast to the approaches in [9, 15, 18], we
explore the use of target domain data either in pre-training or
semi-supervised fine-tuning, or both. In [25], semi-supervised
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fine-tuning was performed on top of a model trained on super-
vised data whereas in this paper, we explore the use of unseen
target domain data both in pre-training and fine-tuning.

3. Domain adaptive self-supervised training
of ASR

In self-supervised training of ASR systems, we assume that
large unlabeled training data are available for pre-training, and
certain amount of labeled data are available for fine-tuning of
the pre-trained model. When unlabeled target domain data are
available, we can normally use these data in the pre-training [9].
These data can also be automatically transcribed and combined
with the existing labeled data to be used in the semi-supervised
fine-tuning of the pre-trained model, trained without or with the
target domain data. Fig. 1 shows how the unlabeled target do-
main data can be used for domain adaptive self-supervised train-
ing of an ASR system.

In this paper, Wav2vec 2.0 SSL models [6] are used in the
experiments. The feature encoder in Wav2vec 2.0 model con-
sists of several blocks in which a temporal convolution is fol-
lowed by layer normalization and GELU (Gaussian error linear
unit) activation function [26]. The raw waveform is first nor-
malized to zero mean and unit variance before being processed
by the feature encoder. The number of time steps which are
input to the Transformer context network is determined by the
total stride of the encoder [6].

The output of the feature encoder is discretized to a finite set
of speech representations via product quantization [27], and is
subsequently processed by a context network which has Trans-
former architecture [28]. Relative positional encoding is imple-
mented via a convolutional layer [29]. The quantization module
uses a Gumbel softmax to choose entries from codebooks. Dur-
ing pre-training, speech representations are learned by solving
a contrastive task in which a contrastive loss is used. The fea-
ture encoder consists of 6 convolutional layers and the context
network consists of 12 Transformer layers.

During fine-tuning, the pre-trained model is fine-tuned for
ASR task by adding a randomly initialized linear projection on
top of the context network into C classes representing the vo-
cabulary of the task. In the present work, we use English char-
acters as output units of the model. There are thus C = 29
classes, plus a word boundary token. Connectionist temporal
classification loss [30] is minimized to optimized the model pa-
rameters during fine-tuning.

During decoding, a world-level Transformer-based lan-
guage model (LM) is used as an external LM in beam-search de-
coding [19]. This Transformer-based LM is trained on the man-
ual transcriptions of Librispeech training data. In the present
paper, the Wav2vec 2.0 models as well as their pre-training,
fine-tuning, and decoding follow the same settings used for the
BASE model in [6].

4. Experiments
We explore domain adaptive self-supervised training in the con-
text of accented speech recognition [31, 32]. Accent is con-
sidered as one of the most important factors which yield mis-
matches between training and test in ASR. Addressing accents
via model adaptation methods is one of the efficient approaches
in accented ASR [33]. In this work, we use data from Lib-
rispeech which is of American English accents in the train-
ing of the base model, and three other speech corpora of En-
glish accents as target domain data. These corpora are L2-

Figure 1: Domain adaptive self-supervised training of ASR sys-
tems. Unlabeled target domain data can be used in pre-training,
semi-supervised fine-tuning, or in both stages.

ARCTIC corpus of non-native English [12], British Isles cor-
pus of British English accents [13], and NPTEL corpus of En-
glish spoken with Indian accents [14]. The speech in Lib-
rispeech, L2-ARCTIC, and British Isles are read, while that in
the NPTEL corpus is spontaneous lecture speech. The data in
each corpus is considered to be from one domain. In this re-
spect, single-domain and multiple-domain data are used in the
experiments where data from either one or three corpora are
used together with Librispeech data.

4.1. Single domain

The ASR models used in this section are named according to
the naming convention in Table 1. Librispeech’s 960 hours un-
labeled training data (the train 960 set) and 100 hours super-
vised training data (the train-clean-100 set) are used in
the pre-training and fine-tuning, respectively, of all the models.
Henceforth, the data from Librispeech, L2-ARCTIC, British
Isles, and NPTEL are indicated as from domains D0, D1, D2,
and D3, respectively. The WERs measured on the target domain
data when they are decoded with the D0 (Base) and D0-AUG-
Di, i = 1, .., 3 models are very similar to those measured on
the test data when they are decoded with these models.

The information in Table 1 indicates whether the pre-
training and fine-tuning of the models use target domain data
in addition to the Librispeech training data. Information about
which model is used to decode the target domain data to obtain
pseudo-labels is also mentioned. In Table 1, AUG means the
target domain data are augmented in pre-training, fine-tuning,
or in both stages; FT means fine-tuned, and Oracle means the
ground truth labels of the target domain data are used during
fine-tuning. The results obtained with the D0-FT-Oracle-Di,
i = 1, .., 3 model are thus used as lower bounds on the WERs.
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Table 1: Names and information on the creation of models used
in the experiments with single-domain data Di, i = 1, .., 3.

Model name Use of domain data in: Model used to
Pre-train Fine-tune decode domain data

D0 (Base) No No N/A
D0-FT-Di No Yes D0 (Base)
D0-AUG-Di Yes No N/A
D0-FT-AUG-Di No Yes D0-AUG-Di

D0-AUG-Di-FT Yes Yes D0-AUG-Di

D0-FT-Oracle-Di No Yes N/A (Oracle labels)

Table 2: WERs on Librispeech and L2-ARCTIC (D1) test sets.
The average (Avg.) WERs are computed using weights propor-
tional with the numbers of utterances in the test sets.

Model
Test set

Test-clean Test-other Test-D1 Avg.

D0 (Base) 2.6 6.6 16.1 8.7
D0-FT-D1 2.8 7.6 11.8 7.6
D0-AUG-D1 2.7 6.9 11.2 7.1
D0-FT-AUG-D1 2.8 7.2 8.5 6.3
D0-AUG-D1-FT 2.8 7.4 7.9 6.2

D0-FT-Oracle-D1 2.8 7.4 1.6 4.0

4.1.1. L2-ARCTIC corpus (domain D1)

The L2-ARCTIC corpus is a speech corpus of non-native En-
glish [12] which contains 26,867 utterances from 24 non-native
English speakers with equally distributed number of speakers
per accent. The total duration of the corpus is 27.1 hours, with
an average of 67.7 minutes of speech per speaker. On average,
each utterance is 3.6 seconds in duration. The utterances in L2-
ARCTIC are spoken in 6 non-native accents: Arabic, Chinese,
Hindi, Korean, Spanish, and Vietnamese.

We separate 3,000 utterances from the whole dataset to cre-
ate a test set called Test-D1. The remaining 23,867 utterances
are used as target domain data which can be incorporated in
the pre-training, semi-supervised fine-tuning, or in both stages.
The utterances in the test and target domain data sets are not
overlapped. Table 2 shows the WERs of the ASR models on
Librispeech and L2-ARCTIC test sets. The WERs of the Base
(D0) model on Test-clean and Test-other sets of Lib-
rispeech are comparable to state-of-the-art WERs on the same
test sets reported in [6].

Compared to the D0 (Base) model, the semi-supervised
fine-tuning D0-FT-D1 which uses pseudo-labels generated by
the D0 model achieves 12.6% relative reduction of the aver-
age WER, and 26.7% relative WER reduction on the Test-D1
set of which target domain data are incorporated in the semi-
supervised fine-tuning. Incorporating target domain data only
in pre-training (D0-AUG-D1) yields 18.4% relative reduction
of the average WER while the semi-supervised fine-tuning D0-
AUG-D1-FT which uses the pseudo-labels generated by using
the D0-AUG-D1 model reduces further the WER. This model
yields 12.5% relative reduction of the average WER and 41.8%
relative WER reduction on the Test-D1 set compared to the D0-
AUG-D1 model. Using oracle labels of the domain data in fine-
tuning (D0-FT-Oracle-D1) yields the lowest average WER.

4.1.2. British Isles corpus (domain D2)

The British Isles speech corpus [13] includes audio of English
sentences recorded by volunteers speaking with different ac-

Table 3: WERs on Librispeech and British Isles (D2) test sets.

Model
Test set

Test-clean Test-other Test-D2 Avg.

D0 (Base) 2.6 6.6 14.4 7.1
D0-FT-D2 2.8 7.2 12.3 6.9
D0-AUG-D2 2.6 6.7 11.4 6.4
D0-FT-AUG-D2 2.8 7.2 10.3 6.4
D0-AUG-D2-FT 2.7 7.1 10.1 6.2

D0-FT-Oracle-D2 2.7 6.8 7.3 5.5

Table 4: WERs on Librispeech test sets and NPTEL evaluation
set (Eval-D3).

Model
Test set

Test-clean Test-other Eval-D3 Avg.

D0 (Base) 2.6 6.6 35.7 14.1
D0-FT-D3 2.9 8.0 35.9 14.8
D0-AUG-D3 2.7 7.1 18.3 9.0
D0-FT-AUG-D3 2.8 7.9 18.2 9.3
D0-AUG-D3-FT 2.9 7.8 17.8 9.3

D0-FT-Oracle-D3 2.8 8.2 9.1 6.7

cents of the British Isles, namely Ireland, Scotland, Wales, the
Midlands, Northern, and Southern of England. The corpus con-
sists of 17,877 utterances spoken by 120 speakers of which 49
are female and 71 are male. We separate 1,800 utterances to cre-
ate a test set (Test-D2) and use the remaining 16,077 utterances
as target domain data for pre-training and fine-tuning. The to-
tal duration of the corpus is around 31 hours. The selection of
utterances for training and test sets is randomly done, for both
L2-ARCTIC and British Isles corpora.

In Table 3, the effectiveness of domain adaptive self-
supervised training is also observed when either the D0 (Base)
or the D0-AUG-D2 model is used to generate pseudo-labels.
The D0-AUG-D2-FT yields 12.5% relative reduction of the av-
erage WER compared to the D0 model. On the Test-D2 set,
the semi-supervised fine-tuning model D0-AUG-D2-FT yields
11.4% relative WER reduction compared to the D0-AUG-D2
model, which is 20.8% lower than the WER of the D0 model.

4.1.3. NPTEL corpus (domain D3)

NPTEL (National Programme on Technology Enhanced Learn-
ing) Indian English dataset is a collection of online lectures
which are freely distributed [14]. This is considered to be the
largest online repository of courses in engineering, basic sci-
ences, and selected humanities and social sciences subjects. To-
tal duration of the data from the corpus is around 15,700 hours.

In this paper, 200 hours of NPTEL data which is similar to
those used for training ASR systems in the English ASR chal-
lenge [34] are used as target domain data. The 5-hour NPTEL
evaluation set, which was also used as evaluation set in the En-
glish ASR challenge [34], is used as evaluation set (Eval-D3).
The speaking styles in both the training and evaluation sets are
spontaneous lecture speech.

Experimental results with the NPTEL data are shown in Ta-
ble 4. It can be seen that including target domain data into the
pre-training (D0-AUG-D3) reduces significantly the WERs on
the NPEL evaluation set (Eval-D3). The relative WER reduc-
tion on the Eval-D3 set is 48.7% compared to the D0 model.
The semi-supervised fine-tuning D0-FT-D3 of the D0 model
using the pseudo-labels generated by the D0 model does not
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Table 5: WERs of models using single-domain and multiple-domain data only in pre-training.

Model
Test set Test-clean (D0) Test-other (D0) Test-D1 Test-D2 Test-D3 Average

D0 2.6 6.6 16.1 14.4 35.7 14.6
D0-AUG-D1 2.7 6.9 11.2 15.0 34.3 13.4
D0-AUG-D2 2.6 6.7 16.8 11.4 36.4 14.5
D0-AUG-D3 2.7 7.1 15.5 15.4 18.3 11.5
D0-AUG-D1,2,3 2.8 7.0 11.8 11.7 18.2 10.0

Table 6: WERs of the models obtained by applying semi-supervised fine-tuning on top of the pre-trained models used in Table 5.

Model
Test set Test-clean (D0) Test-other (D0) Test-D1 Test-D2 Test-D3 Average

D0-FT-D1,2,3 2.9 8.4 11.8 13.0 35.9 13.9
D0-AUG-D1-FT 2.8 7.4 7.9 15.9 35.3 13.0
D0-AUG-D2-FT 2.7 7.1 17.3 10.1 37.5 14.8
D0-AUG-D3-FT 2.9 7.8 17.4 16.0 17.8 12.1
D0-AUG-D1,2,3-FT 2.9 7.9 8.6 10.6 17.7 9.2
D0-FT-Oracle-D1,2,3 2.8 7.7 2.9 7.1 9.7 5.9

Table 7: Data and models used to create the models in Table 6.

Model name Data used in: Model used
Pre-train Fine-tune to decode data

D0-FT-D1,2,3 D0 D0,1,2,3 D0
D0-AUG-D1-FT D0,1 D0,1 D0-AUG-D1
D0-AUG-D2-FT D0,2 D0,2 D0-AUG-D2
D0-AUG-D3-FT D0,3 D0,3 D0-AUG-D3
D0-AUG-D1,2,3-FT D0,1,2,3 D0,1,2,3 D0-AUG-D1,2,3
D0-FT-Oracle-D1,2,3 D0 D0,1,2,3 Oracle labels

reduce the WER, possibly because the WER of the D0 model
on the target domain data is relatively high, around 35%. The
semi-supervised fine-tuning D0-AUG-D3-FT of the D0-AUG-
D3 model using pseudo-labels generated by the D0-AUG-D3
model helps to reduce the WER on the Eval-D3 set from 18.3%
to 17.8%, i.e. 2.7% relative reduction.

4.2. Multiple domains

Using target domain data from one domain in the pre-training
and semi-supervised fine-tuning could be effective for recog-
nizing test data from that domain, but could be not optimal
for other domains. Therefore, we examine the use of multi-
ple domains data by including L2-ARCTIC, British Isles, and
NPTEL data in the pre-training and semi-supervised fine-tuning
to check if the domain adaptive self-supervised training using
multiple-domain data is still effective. We perform only experi-
ments in which target domain data are used in both pre-training
and semi-supervised fine-tuning because this setting yields the
best performance, as seen in section 4.1.

Tables 5 and 6 show the WERs, measured on all the test
sets, of the models using single-domain and multiple-domain
data. All the models in Table 5 are fine-tuned only with 100
hours of labeled data from Librispeech while those in Table
6, except the D0-FT-Oracle-D1,2,3 model, are fine-tuned with
semi-supervised data which include 100 hours of labeled data
from Librispeech and the corresponding unlabeled target do-
main data. In Table 5, D0-AUG-D1,2,3 means multiple-domain
data are incorporated in the pre-training together with the base
domain D0. It can be seen that using multiple-domain data

helps to train a better model (D0-AUG-D1,2,3) with an aver-
age WER which is 15% relatively lower than that of the best
model using single-domain data (D0-AUG-D3).

In Table 6, semi-supervised fine-tunings are applied on top
of pre-trained models which incorporate either single-domain
or multiple-domain data in pre-training. Table 7 summarizes the
data and models used to create the models in Table 6. Applying
semi-supervised fine-tuning using multiple-domain data (D0-
AUG-D1,2,3-FT) on the pre-trained model which incorporates
multiple-domain data in pre-training yields 8% relative reduc-
tion of the average WER compared to D0-AUG-D1,2,3 (the best
model in Table 5). Incorporating single-domain data in both
pre-training and semi-supervised fine-tuning does not necessar-
ily result in a reduction of the average WER, but using multiple-
domain data in this setting helps to secure this. Fine-tuning the
D0 model using oracle labels of multiple-domain data, D0-FT-
Oracle-D1,2,3, yields the lowest average WER, indicating that
there is still scope for improvement.

5. Conclusion
The paper presented an approach to perform domain adaptation
using unlabeled data by exploiting self-supervised pre-training
in combination with semi-supervised fine-tuning. Using data
from various accents of English as domain data, experiments
were conducted to show how the proposed approach can be used
to adapt the model to benefit both single- and multiple-domain
scenarios. A systematic evaluation was conducted where tar-
get domain data were used only in self-supervised pre-training
or only while performing fine-tuning using the semi-supervised
approach or a combination of both to leverage unseen target do-
main data to improve ASR performance. With semi-supervised
fine-tuning, one can observe that target single domain scenarios
benefit a lot when the extent of domain mismatch is larger, while
the multiple-domain scenarios show that the models are robust
to variations in accents and can further improve the average per-
formance of the model on multiple accents. These results sug-
gest that semi-supervised fine-tuning can further complement
SSL while using unlabeled target domain data to improve ASR
performance. While accented speech recognition is studied in
this paper, the approach can readily be extended to other do-
mains, such as noise robustness for ASR.
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