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Abstract

Large-scale pre-training has been a successful strategy for
training transformer models. However, maintaining a large
clinical dataset for pre-training is not always possible, and ac-
cess to data in this domain can be time-limited and costly.
We explore using synthetic data in pre-training sequence-to-
sequence (seq-to-seq) transformer models to generate clinical
notes from Doctor-Patient-Conversations (DoPaCos). Using a
generative language model fine-tuned on authentic conversa-
tions, a synthetic DoPaCo dataset was created and used with
a corpus of clinical notes to pre-train a Longformer-Encoder-
Decoder (LED) model. Results show that synthetic data leads to
comparable performance in the downstream summarization task
compared to pre-training with authentic data. Pre-training on
synthetic conversations first, followed by clinical notes, yields
higher performance across most of our evaluation metrics.
Index Terms: Natural Language Generation, Data Augmenta-
tion, Pre-training, Doctor Patient Conversation Summarization.

1. Introduction

Clinical notes written by U.S. physicians have nearly doubled in
length since 2009 and are now nearly four times longer on av-
erage than those in other countries across the same electronic
health records (EHR) system [1]. A new medical scribe in-
dustry has emerged to alleviate the additional workload asso-
ciated with EHR use [2] and has been shown to improve physi-
cian satisfaction and quality of clinical notes [3]. However, this
has merely shifted the burden from physicians to scribes, and
continued reliance on human experts has resulted in substan-
tial costs.

Many recent works seek to alleviate this burden on physi-
cians and medical scribes by exploring the use of seq-to-seq
Transformer models for automatically generating clinical notes
from doctor-patient conversations (DoPaCos). A challenge
commonly encountered in this task is that DoPaCos are typi-
cally lengthy and thus can easily violate the input limits of most
pre-trained Transformer models. To circumvent this limitation,
extract-then-abstract approaches have been introduced in [4, 5],
where a classifier first filters out the irrelevant utterances for
the summarization task, and then a pre-trained model, such as
T5 [6] or BART [7], summarizes extracted text. An alternative
approach is to advocate for a two-stage summarization scheme
as in [8]. Others have employed end-to-end abstractive summa-
rization methods and tackled the input length limits using spe-
cialized models designed for longer documents. A variety of
seq-to-seq models have been investigated in [9], where authors
pre-trained Transformer-based summarizers on medical conver-
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sations and evaluated their performance with automatic clinical
concept overlap metrics. A similar work [10] has fine-tuned a
summarizer model consisting of a Longformer encoder and a
BERT decoder after pre-training it on an EHR dataset.

Some recent works on this topic have taken advantage of
in-domain pre-training of general-purpose pre-trained models
before fine-tuning them on the target task. However, licensed
access to datasets in the medical domain, especially those that
include sensitive patient information, is expensive and often
time-limited. Following the trails of recent research in data aug-
mentation using pre-trained language models [11, 12], [13] has
attempted to augment the training data for the DoPaCo sum-
marization task by using a GPT-3 ensemble model to generate
summaries for unannotated DoPaCos. Although it is promising
that certain models trained on synthetic summaries were out-
performing those trained on human-generated ones, and that
a clinical NER system was incorporated during the ensemble
generation process to enhance medical concept coverage for the
synthetic summaries, these models do not address the genera-
tion of DoPaCos, which are typically scarce.

To address this shortcoming, this paper investigates the use
of synthetic DoPaCos in pre-training Transformer models for
generating the History of Present Illness (HPI) section of clin-
ical notes based on medical conversation transcripts. We first
fine-tune a DialoGPT model [14] on a set of authentic, unla-
beled DoPaCo transcripts and use it to generate a large number
of synthetic DoPaCos. These synthetic conversations can then
be used for in-domain pre-training of a Longformer-Encoder-
Decoder (LED) model [15], before it is finally fine-tuned on a
small set of annotated conversations for the downstream sum-
marization task. We assess the performance of our summariza-
tion models using a variety of metrics, including /N-gram over-
lap metrics, as well as semantic similarity and named entity-
based metrics (Section 2.4). We show that synthetic conver-
sations offer benefits comparable to authentic data when used
for in-domain pre-training of LED models (Section 3.1). Our
results also suggest that separated pre-training of encoder and
decoder weights using either conversations or clinical notes
may provide improvements compared to naively pre-training
the model on all data in one pass (Section 3.2).

2. Methods

2.1. DoPaCo and clinical note datasets

We start with a dataset of roughly 80k manually transcribed
and de-identified authentic DoPaCos. The conversations in this
dataset lack reference summaries, which prevents us from us-
ing them for fine-tuning summarization models. Moreover, our
access to this dataset is time-limited. We use this dataset to fine-
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tune a DialoGPT dialogue response generation model', which is
then used to generate about 160k synthetic DoPaCos (see Sec-
tion 2.2). We intentionally generated more synthetic conver-
sations because they are assumed to be of lower quality than
real conversations, and it is hoped that increasing the quantity
of data generated at little cost can compensate the decrease in
quality. For fine-tuning of our DoPaCo summarization mod-
els, we use a separate set of 1342 annotated DoPaCos with cor-
responding human-written HPI summaries. The annotated set
is split into 939/201/202 conversations for training, validation,
and testing, respectively. The HPI notes have a mean length of
126 words and a standard deviation of 83 words.

In addition, we have access to a large corpus of proprietary,
de-identified clinical notes spanning various specialties. About
475k of these notes were sampled from the corpus and used for
pre-training of LED models. The clinical notes dataset contains
complete SOAP? notes with a mean length of 374 words, stan-
dard deviation of 302 words, and minimum length of 50 words.

Best efforts have been made to de-identify the data, but it
is possible that protected health information (PHI) still persists.
Adding to the concern of possible PHI, the datasets used are
proprietary and, due to contractual obligations cannot be shared.

2.2. Synthetic DoPaCo generation

‘We use a medium-sized DialoGPT model [14] with 345 million
parameters to synthesize DoPaCos. The model is fine-tuned
on 95 percent of our 80k unannotated DoPaCos for in-domain
adaptation, with the remaining 5 percent of conversations left
out for model validation. We set the learning rate to 2.5 x 105,
total training steps to 10 steps, training batch size to 8, and use
a linear learning rate scheduler with 1000 warm-up steps.

To generate synthetic DoPaCos, we explore multiple gen-
eration heuristics, including beam search, top-k and top-p sam-
pling combinations, and typical sampling [16]. For the final
generation of synthetic data, we choose a combination of top-k
(with & = 100) and top-p (with p = 0.95). This is because
of their computational efficiency as well as the proximity of the
word-distribution of generated DoPaCos to that of the authentic
DoPaCos as measured by the Jensen-Shannon divergence.

The multi-turn conversation generation process is as fol-
lows. We first obtain a set of generic prompts from the authen-
tic DoPaCos and pass a prompt with its speaker role label into
the model. The model output is then appended to the end of the
generated conversation string. To preserve the context of the
conversation for the next generation round, we keep the last-
generated 32 words as the new prompt, prepended with the cor-
responding speaker role label. We repeat the procedure until the
generated conversation reaches the predefined maximum length
of 800 tokens. We use a length penalty of 0.7 and a no-repeat
N-gram size of 3. An example of a generated conversation snip-
pet and its associated prompt is shown in Table 1.

2.3. Longformer summarizer pre-training and fine-tuning

We base all experiments on pre-training and fine-tuning of

LED [15] model and initialize all models by the pre-trained

weights publicaly available in the Transformers Library [17]°.
We adopt a DialoglL ED-style window-based denoising pre-

https://huggingface.co/microsoft/
DialoGPT-medium

ZSubjective, Objective, Assessment, and Plan

3https://huggingface.co/allenai/
led-large—-16384

2339

Table 1: An example of a generated conversation snippet.

Prompt (excerpt from real conversation transcripts).

[DR]: Oh, okay. Yeah, so, you know, I mean, that’s, you are
doing everything you should do. Now, since, you know, you’re,
depression is a medicine resistant, I know you’re on Prozac

Generated conversation.

[PT]: Um-hum. Yeah. I’'m still on it. I just don’t take it as often
as I should. I know I need to take it more often. Um, I don’t
know if there’s anything else that I can take that would help with
the anxiety. I've been taking the Klonopin for a long time.
[DR]: Yeah, I mean, you can take Ativan or lorazepam. Have
you taken that before? Does that sound familiar? It’s a little bit
like Valium, but it’s not really a Valium. It’s, uh, it’s a benzo-
diazepine. So it might help you to get through the day a little
better.

[PT]: Okay. I'll try it. [LAUGHING]. I'm willing to try any-
thing. [INAUDIBLE]. I don’t want to be drugged. I'm not that
kind of person. I’ve never been drugged, but I’ve heard horror
stories about it. So I just want to make sure that I’'m, I’m alert
and -. Okay.

training task [18] for both conversations and clinical notes,
which for the LED-large model was found to show improve-
ment in DoPaCo summarization tasks when pre-trained with
authentic conversations [9]. We do not use sentence or turn
permutation as they are found to be detrimental for the perfor-
mance of the pre-trained models on the downstream task. When
applied to clinical notes, the pre-training method can be consid-
ered as a basic windowed text denoising task, as clinical notes
lack speaker labels that are relied on by the DialogLED-style
turn splitting/merging pre-training tasks.

Using these models, we first investigate the utility of syn-
thetic DoPaCos by comparing the performance of LED-large
models without any further pre-training and those pre-trained
with authentic vs. synthetic DoPaCos on the downstream note
generation task. We then experiment with pre-training of the en-
coder and the decoder weights separately; we formulate “mix-
and-match” experiments by combining encoder and decoder
weights* from LED-large models pre-trained on only synthetic
DoPaCos, only the clinical notes corpus, or both. Doing so re-
sults in nine possible combinations, and we proceed to assem-
ble and fine-tune them on the same downstream training set.
This experiment follows the intuition that synthetic conversa-
tions are more similar to the source format of the note genera-
tion task, while many documents from the clinical notes corpus
highly resemble the destination format, i.e., HPI section of clin-
ical notes, and it may be beneficial to expose the model to data
of both modalities during pre-training.

To fine-tune the pre-trained models on the annotated
DoPaCo dataset, we adopt an automated method for early stop-
ping and selecting checkpoints for evaluation. At fixed intervals
during fine-tuning, the geometric mean of ROUGE F1 scores
is monitored, and training is stopped upon reaching the early-
stopping patience. Then, the best checkpoint on the validation
set is selected and evaluated on the test set. We do not moni-
tor concept-based scores during training or validation, as doing
so would result in excessively long training times. The hyper-
parameters used for further pre-training and fine-tuning of LED
models on all datasets are shown in Table 2. The average run-

4Decoder and LM head layers of each model are treated as decoder
weights, with the rest of the parameters treated as encoder weights.



Table 2: Hyper-parameters used for further pre-training and
fine-tuning of the LED-large model.

General

Max. encoder length 5120 Max. decoder length 1024
Batch size 8 Max. gradient norm 1.0
Pre-training specific

Learning rate 2.0 x 107°  Max. epochs 1
Window ratio 0.1 Max. window size 512
‘Warm-up ratio 0.01 Weight decay 0.001
Speaker mask ratio 0.5 Text infilling ratio 0.15
Fine-tuning specific

Learning rate 0.001 Warm-up steps 200
Weight decay 0.001 Steps between evaluation 50
Early stopping patience 5 Max. generation length 512
Number of beams 5 No-repeat n-gram size 3

ning times for the pre-training and fine-tuning jobs on a single
NVIDIA A10G GPU are 20 hours and 4 hours, respectively.

2.4. Evaluation metrics

We evaluate our systems using a mix of /V-gram overlap-based,
semantic similarity-based, and entity-based metrics. We em-
ploy ROUGE-1/2/3/4/L [19] to compute N-gram (longest
common sub-sequence for ROUGE-L) lexical overlaps be-
tween generated and human-written summaries.

To account for embedding-based semantic similarity [20],
we use BERT score [21], which utilizes contextualized token
embeddings obtained from a pre-trained Transformer model to
compute the semantic similarity between generated and refer-
ence summaries. We use the official BERTscore package with
the recommended DeBERTa-large-mnli model and rescale the
scores with baselines. Both BERT scores and ROUGE—3/4/L
scores are found to correlate with human evaluation results in
clinical note generation tasks [22].

To further investigate the conceptual relevance between
generated and reference summaries, we rely on the Unified
Medical Language System (UMLS) repository [23]. We ex-
tract the UMLS concepts from our generated summaries and
compare them with those obtained from references using string
matching algorithms; see, e.g., QuickUMLS [24]. By extracting
and matching concepts, we can compute F1 scores and aggre-
gate them across all test set conversations.

The extraction of biomedical concepts is based on string
matching algorithms, which sometimes can lead to the ex-
traction of irrelevant strings from the text. To circumvent
this challenge, we leverage the clinical NER-based extraction
method introduced in [25]. Specifically, we adopt a RoOBERTa
model [26] pre-trained on MIMIC-III clinical notes [27] and
fine-tune it on the i2b2 2010 dataset [28] to extract clinical
concepts. With this ROBERTa-based NER model, we can then
match extracted concepts from generated and reference sum-
maries to UMLS concepts and drop the ones we cannot find
matches for. Finally, we can compute F1 scores across extracted
concepts from the generated summaries and compare them with
those from human-written summaries.

3. Results

In this section, we discuss the effects of in-domain pre-training
using synthetic conversations. We first compare the perfor-
mance of LED-large models without any further pre-training
with those pre-trained with authentic or synthetic conversations
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on the DoPaCo summarization task in section 3.1. Then, the ef-
fects of pre-training with multiple data modalities are discussed
in section 3.2, where the LED models are pre-trained on a com-
bination of synthetic conversations and authentic clinical notes.

3.1. Pre-training using authentic vs. synthetic DoPaCos

Table 3 compares the performance of LED-large models pre-
trained on authentic and synthetic DoPaCos to a baseline model
without in-domain pre-training. The results show that ROUGE
F1 scores and BERT scores consistently improve after further
pre-training, regardless of whether authentic or synthetic con-
versations are used. This indicates that additional pre-training,
even when using synthetic DoPaCos, may lead to improved
overlap between the generated and reference summaries. This
finding is consistent with the results of previous research [9].

In terms of UMLS and NER clinical concept-based metrics,
however, pre-training with authentic DoPaCos did not signifi-
cantly improve the baseline performance. This may be due to a
stronger baseline compared to [9]. An edited set of training ref-
erence summaries with some boilerplate language removed was
used for fine-tuning of all models in this work, and likely con-
tributed to more medical concepts being included in the gener-
ated summaries. With synthetic data, we observed that concept
extraction scores have decreased following pre-training. For the
UMLS concept metrics, the baseline model achieved precision
of 32.87% and recall of 51.12%, versus 31.10% and 50.08%
from the model pre-trained on synthetic conversations. This
may be due to that synthetic data is not as representative of real-
world medical conversations as authentic data.

Overall, we find that further pre-training with authentic
DoPaCos leads to improvements in terms of ROUGE and BERT
scores, but the benefits on clinical concept-based metrics are rel-
atively muted. A similar trend has been observed for synthetic
data, but with slight decrease in performance across all metrics.
Still, the model pre-trained with synthetic data outperforms the
baseline model in 6 of 8 metrics. We conclude that although
in-domain pre-training on synthetic data may not provide bene-
fits surpassing pre-training on authentic data, it is indeed better
than not performing any in-domain pre-training at all.

Apart from quantitative results as discussed above, qualita-
tive human evaluations suggest that pre-training with conversa-
tions has led to perceivable improvements in the overall quality
of the generated summaries. A comparison of sample generated
summaries can be found in Table 4. We have also observed that
further pre-training using DoPaCos resulted in improved stabil-
ity (in terms of validation F1 scores, median generation length,
and other monitored metrics) during fine-tuning.

3.2. Pre-training on multiple datasets

In Table 5 we present the test set results for the combination
models. In most cases, combining pre-trained weights from two
models harms the performance when compared to pre-training
the encoder and decoder together. The exception is experiment
No. 7, where the encoder pre-trained first on synthetic conversa-
tions and then on clinical notes (DoPaCos—Notes) is combined
with a decoder pre-trained on synthetic DoPaCos only (DoPa-
Cos), which outperforms many other combinations especially
in ROUGE F1 scores.

We find that pre-training LED-large on only clinical notes
(Experiment No. 5) leads to the worst performance among the
experimented options. This could imply that pre-training on
conversation-like data before fine-tuning on the conversation



Table 3: Test set F1 scores (in percentages) of the LED-large models fine-tuned on the annotated DoPaCo dataset.

.. ROUGE Scores Concept Scores .
Pre-training R-1 R R3 R4 RL UMLS  Clinical NER BERT Score Median Length
None 3799 1470 625 296 2581 3591 49.84 32.67 106.5
Authentic DoPaCos  38.21 1479 6.36 3.10 26.12 36.76  49.19 32.94 105
Synthetic DoPaCos  38.88 14.85 635 3.12 27.21 3420  48.39 33.38 97.5

Table 4: An example DoPaCo with its reference (human-written) and generated HPI summaries. All generated summaries use wrong
pronouns, since they were presented with de-identified conversation transcripts. The model with no DoPaCo pretraining is missing an
important piece of information that “the patient’s viral load is down to 90 copies”. The italicized sentences are not factual.

Summaries

‘ Conversation snippets

Reference. The patient presents to the clinic for evaluation of HIV and
HCYV. She has completed a course of Harvoni. Her last HIV viral load was

90. She states she is feeling well.

No DoPaCo pre-training. The patient presents to the clinic today for a
follow-up visit. The patient is a **year old male presenting for f/u ap-
pointment. He is currently taking Harvoni and Prezcobix. He reports that
he is compliant with his medications. He notes that he has been having oc-
casional breakout of his HIV medication. He states that he does not have

the flu shot.

[DR]: So, um, you took all the Harvoni, you took all the -

[PT]: That is correct.

[DR]: And your viral load is down to, to 90 copies. And the thing to tell
you too is at some point the thing you’re taking is going to be a single pill.
[PT]: Okay.

[DR]: So, that’ll make life easier for you too, but your hep C, once that’s
treated, it usually does not come back. ...

[DR]: How is the new cocktail? Any problems?

PT]: I was having them, um, every once in a while. I think -

Pre-training with authentic DoPaCos. The patient is a male presenting
to the clinic today for a follow-up visit. He is doing well overall. He has
been compliant with all of his medications. The patient reports that his last

DR]: Just as long as you eat with that thing, you’ll be okay.

LAUGHING].

viral load was 90 copies. He reports that he has not had any issues with
his medication. He does report that he does have occasional pruritus. He
denies any known side effects or adverse reactions.

Pre-training with synthetic DoPaCos. The patient is a male presenting to
the clinic today for a follow-up visit. Hepatitis C - He is currently taking
Harvoni and is compliant with all of his medications. HIV - His last viral
load was 90 copies. He is on Prezcobix.

[
[
[PT]: Yeah. Every once in a while, I’ll have a, I call it a breakout.
[
[

DR]: It’s basically the toughest thing you can take for HIV...

[DR]: We don’t have the flu shot in our office this year, so I want you to run
to like a CVS or a Walgreens -
[PT]: No, I can’t -...

[DR]: Yeah. So, I'm pretty happy with this. It’ll still Prezcobix. I think
you’re doing well on it, and you just keep going on. ...
[DR]: So. You're doing well. I want to see you in like four months.

Table 5: Test set F1 scores (in percentages) of the LED-large models pre-trained using various combinations of the two datasets: 160k
synthetic conversations and 475k clinical notes. Best results for each metric are shown in bold.

Pre-trainin, ROUGE Scores Concept Scores .
Index g oder # Decoder R1 R2 R3 R4 RL UMLSp Clinical Nr ~ BERT Score - Median Length
0 None 3799 1470 625 296 2581 35091 49.84 32.67 106.5
1 DoPaCos DoPaCos 38.88 14.85 6.35 3.12 27.21 3420 48.39 33.38 97.5
2 DoPaCos Notes 3756 1449 6.10 2.86 25.61 36.59 47.80 32.23 97
3 DoPaCos DoPaCos—Notes  38.55 14.59 6.25 3.01 27.09 3242 47.35 32.36 92
4 Notes DoPaCos 3851 1472 6.16 2.88 2646 3642 52.07 33.81 98
5 Notes Notes 36.89 13.59 551 256 2491 37.57 47.44 31.80 95
6 Notes DoPaCos—Notes  38.34 1472 6.15 288 26.66 35.09 46.68 32.90 86
7 DoPaCos—Notes  DoPaCos 3934 1477 639 312 2732 3558 51.83 33.38 98
8 DoPaCos—Notes  Notes 3737 1379 564 270 2519 3541 46.90 32.25 92
9 DoPaCos—Notes DoPaCos—Notes  37.38 14.10 6.01 2.89 2636 32.47 41.84 32.40 80

summarization task is beneficial, even if the data used for pre-
training, in this case, are relatively noisy and of lower quality.

Contrary to our expectations, combining encoder weights
pre-trained on conversations and decoder weights pre-trained
on clinical notes (experiment No. 2) leads to low performance
among the nine combinations. In fact, all combinations with de-
coders pre-trained only on clinical notes tend to underperform,
especially in ROUGE and BERT metrics. Additionally, al-
though pre-training the entire model on both datasets generally
leads to high performance, the strongest model was obtained by
combining encoder weights pre-trained on both datasets, and
decoder weights pre-trained only on conversation data (Experi-
ment No. 7). The underlying mechanism for this phenomenon
is not entirely clear and warrants further investigation.

4. Conclusions

We studied pre-training practices for seq-to-seq models in au-
tomatic generation of clinical notes from doctor-patient conver-
sations via abstractive summarization. A method for generat-
ing synthetic conversation snippets in medical domain using a
dialog response generation model was described, and the syn-
thetic conversations were used for pre-training of a summariza-
tion model. We found that pre-training with synthetic data was
similarly beneficial as pre-training with authentic data, which
suggests that authentic data could be saved for the fine-tuning
stage. We also found that separated pre-training of the encoder
and decoder weights in an encoder-decoder summarizer model
using datasets of different modalities may be beneficial. This
approach is inexpensive and viable when multiple datasets of
distinctive nature are available for pre-training.
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