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Abstract
Identifying the pathology in infant cry is an important and

socially relevant research problem, as it can save the lives of
many infants. This study proposes the use of transfer learning
based approach using Whisper Encoder Module which is com-
pared against state-of-the art MFCC feature set for classification
of normal vs. pathological infant cry. Moreover, we also present
multi-class pathological infant cry classification using CNN and
Bi-LSTM networks. Our study finds that whisper encoder mod-
ule coupled with DNN classifiers such as CNN and Bi-LSTM
outperform MFCC features with absolute increment of 4% and
1% on CNN and Bi-LSTM respectively. Furthermore, whisper
encoder features are analysed using statistical parameters and
t-SNE plots. The experiments are performed using the 10-fold
cross-validation on Baby Chillanto dataset, In-house DA-IICT
dataset, and also on the datasets formed by combining these
two datasets.
Index Terms: Infant Cry Classification, Whisper Encoder fea-
tures, Transfer Learning, CNN, Bi-LSTM.

1. Introduction
Infants primarily communicate by crying, which is frequently
the first sign of their demands and general health. Within a
few months of birth, millions of infants die from a variety of
illnesses, starvation, and diseases that can be prevented by vac-
cination. Among the most frequent causes of baby mortality
include asthma, asphyxia, and Sudden Infant Death Syndrome
(SIDS) [1]. Many measurements, including images from head
ultrasound (HUS), computed tomography (CT), and magnetic
resonance imaging (MRI) scans, which show damaged areas of
the brain, are used to clinically detect these disorders. How-
ever, in many underdeveloped nations, pathology detection is
time consuming and expensive, which may have an effect on
the infant’s health because not all infants have the luxury of im-
mediate access to healthcare and support from paediatricians.

For instance, asphyxia, one of the illnesses, can be identi-
fied by its visual manifestations, such as bluish and pale limbs.
However, the infant’s substantial brain damage would have al-
ready occurred by then [1, 2]. The degree of the hearing loss,
length of rehabilitation type, and the age at which the pathology
was detected all have an impact on the acoustical and percep-
tual characteristics of deaf infants. As a result, there is a grow-
ing need to create diagnostic aids that use infant cries to help
paediatricians identify the first symptoms of such illnesses [3].
The study on classification of infant cries involves researchers
from the physiological, neurological, paediatrics, engineering,
developmental linguistics, and psychological disciplines. Ex-
amining the acoustic characteristics of infant cries, researchers
can learn more about numerous aspects of newborn health and

development, such as pain, hunger, and neurological abnormal-
ities. As stated in [4], infants have a unique musical predis-
position, where melody contour (i.e., F0 and its dynamics) is
most salient for them. This perception begins around the third
trimester of pregnancy and hence, examining baby cries can re-
veal information about a child’s emotional and social growth.
Furthermore, researchers can learn more about infants’ emo-
tional expressions and caretaker’s reactions by analysing their
cries.

Early 1960s marks the exploratory work of infant cry anal-
ysis on normal cries using spectrograms. It was pioneered by
Xie et. al. [5]. The attribute of cry signal, by and large defined
as “cry phonemes” or “cry modes,” were investigated in the time
and frequency-domains. Cry modes explored were dysphona-
tion, vibration, hyperphonation, and inhalation. This study was
extended to the pathological cries in [6], where some of these
cry modes were found to be correlated with pathology. Mel Fre-
quency Cepstral Coefficients (MFCC), a state-of-the-art feature
set, has recently been applied for cry classification tasks em-
ploying Gaussian Mixture Models (GMM) as classifiers [7], [8].
Recent studies on infant cry classification also involve detecting
different types of pains, for example: belly pain, burping, dis-
comfort, hungry, and tired using state-of-the-art features with
traditional classifiers [9].

However, there are various challenges in analysing infant
cry signals, using signal processing techniques, such as lack of
sufficient number of pathological cry samples, extraction of ex-
citation source, and vocal tract related features, and unbalanced
data for classification. In the recent past, advance signal pro-
cessing techniques and machine learning algorithms have been
used for the classification and analysis of infant cries [10]. In
order to address the above stated issues, transfer learning-based
methods for infant cry classification tasks have been proposed
in the literature [11, 12]. This paper presents a transfer learn-
ing strategy for multi-class and binary class infant cry classi-
fication using the pretrained Web-scale Supervised Pretraining
for Speech Recognition, also called Whisper [13]. The perfor-
mance of whisper encoder based features are compared with
baseline MFCC using Convolutional Neural Network (CNN),
and Bidirectional Long-Short Term Memory (Bi-LSTM) Net-
work as DNN classifiers. To the best of authors’ knowledge, this
is the first work of its kind reported on use of transfer learning-
based approach using Whisper’s Encoder Module for infant cry
classification and analysis task.

2. Proposed Work
Whisper is an open source pre-trained sequence-to-sequence
Transformer model similar to that described in [14]. It was de-
signed for multilingual and multitask automated speech recog-
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Figure 1: Functional block diagram of proposed Whisper features in tandem with CNN

nition (ASR) and was recently released in September 2022, at
https://github.com/openai/whisper. Whisper is
derived from the acronym WSPSR, which stands for Web-scale
Supervised Pretraining for Speech Recognition [13]. Whisper
essentially emphasises the idea that training on a large and di-
verse supervised dataset and focusing on zero-shot transfer con-
siderably enhances the system’s endurance and performance.

Whisper model is trained by scaling weakly supervised au-
dio paried with its’ transcripts, scraped from the Internet, con-
sisting of 680,000 hours of audio data from which 117,000
hours covers other languages, and 125,000 hours of the data
is translation from other languages to English [13]. As a re-
sult, the Whisper model is trained on highly diversified audio
data, encompassing a wide range of sounds from several dif-
ferent environments, recording setups, speakers, and languages.
The huge volume and variety in audio samples certainly helps
in training Whisper Models to generate high quality vector rep-
resentations of audio signal whilst ensuring high robustness.

There are five different whisper models with increasing
number of encoder-decoder blocks and number of trainable pa-
rameters, namely, tiny, base, small, medium, and large. The
features generated by Whisper encoder module’s are of fixed
dimension which depends on the size of model. In this study,
we have employed the Whisper’s Base model with the dimen-
sion of output features at the end of encoder module fixed to
1 × 1500 × 512. The size of the vectors obtained, grows in
proportion to the size of the whisper model.

Transfer learning has been demonstrated to be successful in
a variety of natural language processing and speech recognition
tasks. This paper presents a transfer learning-based strategy for
the classification of infant cries. We propose that the pre-trained
Whisper model’s sequence-to-sequence Transformer Encoder
module effectively captures sequential/melodic structure em-
bedded in the Mel Spectrogram (i.e, without DCT) of the cries
which can be the discriminatory information of various classes.
We picked this approach because the variety of the training
dataset makes the model more robust and relevant to our sit-
uation. The suggested transfer learning approach makes use
of the model’s ability to extrapolate to previously unseen data.
Furthermore, fine-tuning the pre-trained model for our partic-
ular task reduces training time whilst improving model perfor-
mance.

2.1. Pipeline based on Transfer Learning approach

Transfer learning is a machine learning technique of training a
model that leverages already learnt information from a related
activity, to enhance learning for a new one. Transfer learning
happens when an already trained model is retrained using a new
dataset. While retraining the model, the information gained
from the original dataset is preserved by freezing some train-
able hyperparameters and neurons [15].

The pipeline employed for this study is shown in Figure.1.

For the first step , the speech signal is preprocessed and pre-
pared to be fed to the Whisper encoder module. For the prepro-
cessing, the input infant cry signal is first resampled to 16kHz
and then for maintaining uniformity the signal is padded to the
time duration length of 30 seconds. Then, a 80-channel Log-
Mel spectrogram is computed using window length of 25 ms
and stride of 10 ms, whose coefficients are then normalised to
values between [−1, 1]. These values are then passed through
two convolution layers of kernel size 3, with GELU as activa-
tion function. Also, sinusoidal embeddings are used to assist the
Whisper encoder in learning the relative places within the input
as stated in [13]. The processed signal is then directed towards
the Whisper encoder block, which produces a fixed dimensional
vector as an output in its final hidden state. This output is then
fed into a DNN classifier, which classifies the cry signal into
respective classes.

For the training phase, Whisper’s encoder module was kept
frozen , while only the DNN classifier’s weights were modified
while back-propagating the errors. Moreover, in order to ensure
that Whisper’s encoder-based features are not biased against a
particular DNN architecture, we conducted the experiments us-
ing Convolutional Neural Network (CNN) and Bidirectional
Long Short Term Memory (Bi-LSTM) Network as classifiers
[16, 17]. Furthermore, the number of classes can be modified
by changing the number of units in the last dense layer of the
DNN architecture shown as in Figure.1.

3. Experimental Setup
3.1. Datasets Used

In this work, we employ three datasets namely, Baby Chillanato
dataset (D1), the property of Mexico’s NIAOE-CONACYT
[18, 19]. In-house DA-IICT dataset (D2), the property of
[20,21], and combined ((D1) + (D2)) dataset. The third dataset,
referred as the combined dataset (D3), includes all cry utter-
ances of Baby Chillanto dataset as well as the cry utterances of
In-house DA-IICT dataset. The utterances of each dataset were
resampled to a uniform sampling frequency of 16 kHz for fair
experimentation. Table 1 shows the statistics of all datasets.

Table 1: # Cry Utterances in all datasets Considered

Class → Healthy Pathology
Dataset ↓ Normal Hungry Pain Asphyxia Deaf Asthma HIE

D1 507 350 192 340 879 - -
D2 793 - - - - 215 182
D3 1842 1616

3.2. Details of the Feature Set and Classifiers Used

In this study, the performance of Whisper Encoder features is
compared with the state-of-the-art Mel Frequency Cepstral Co-
efficients (MFCC) features [22]. The baseline MFCC features
were extracted from the audio files at a fixed sample rate of 16
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Figure 2: Spectrographic Analysis for Various Pathologies in Infant’s Cry. (a) Healthy cry, (b) Asphyxia, (c) Asthma, (d) Deaf, and (e)
HIE cry. Best viewed in colour.

kHz, with the window length of 512 samples and window shift of
256 samples. A total of 13 MFCC coefficients were extracted.
Additionally, delta and double-delta features were extracted and
appended with the original MFCC features, resulting in 39-D
cepstral features.

3.2.1. Convoluitonal Neural Network (CNN)

Convolutional Neural Network (CNN) work by mimicing how
a human brain percieves an image and hence, it was employed
as one of the classifier. A CNN model with 2 convolutional
layers, each with kernal size of 3× 3 was used [23]. Each con-
volutional layer is followed by max-pooling layer of size 2× 2,
along with Spatial 2D Dropout layers with dropout probabilities
0.225. At the end, two Fully-Connected (FC) layers were used
with ReLU and Softmax activation functions respectively [24].
The Adaptive Moment Estimation (Adam) optimizer was used
with learning rate of 0.001, with categorical-cross-entropy be-
ing employed as the loss function [23, 25]. The classifier was
trained for 10 epochs for each fold.

3.2.2. Bidirectional Long Short Term Memory Network (Bi-
LSTM)

Bidirectional Long Short-Term Memory (Bi-LSTM) belongs to
the class of Recurrent Neural Network (RNN), which is broadly
explored in sequencial modeling task, such as natural language
processing and speech recognition. Bi-LSTM is an addendum
to conventional LSTM architecture. Bi-LSTM performs for-
ward and backward processing of the input sequence, enabling
it to gather data from both previous and next time steps. This
study uses 2 Bi-LSTM layers each consisting of 32 units with
dropout probability of 0.1 at the end of each layer. Lastly, a
dense layer of 4 units with Softmax activation function is used
as the output layer.

3.3. Performance Evaluation Metrices

For this study, we have used variety of widely accepted metrics
to evaluate our model’s performance. Statistical metrics, such
as the F1-score [26], Jaccard’s index, which measures the sim-
ilarity and dissimilarity of two classes [27], Mathew’s Correla-
tion Coefficient (MCC), which shows the degree of association
between the expected and actual class [28], and Hamming loss,
which is calculated on the basis of the number of samples that
are incorrectly predicted [29], are used. The final scores for
each metrics are calculated by averaging out the values across
each fold.

4. Experimental Discussion
4.1. Spectrographic analysis

Figure 2 represents the spectrographic analysis of different
pathologies. Figure 2(a) represents a normal Healthy cry,

whereas Figures 2 (b), (c), (d), and (e) represents the Asphyxia,
Asthma, Deaf, and HIE pathological cries respectively. HIE
(Hypoxic-Ischemic Encephalopathy) is a brain injury caused by
a lack of supply of oxygen to the brain, asphyxia is a condition
in which the body is deprived of oxygen due to a lack of air or
an obstruction of the airway, and asthma is a chronic respiratory
disorder in which the airways become inflamed and restricted,
making breathing difficult. While some symptoms may overlap,
these illnesses have different underlying causes and therefore,
different approaches to diagnosis and treatment. Hyperphona-
tion is generally defined as energy distribution with high F0.
It can be observed that hyperphonation is found in every class
except asphyxia. However, it is more prominent in HIE. HIE,
occurs when brain lack blood and oxygen supply. This leads to
high-pitched cry, or difficulty in crying and hence, supporting
the proposed hypothesis. Further, it can also be observed that
there is no sudden rise/fall/break in cry patterns (primarily due
to F0) for HIE, unlike other pathologies. It was further observed
that dysphonation and inhalation cry modes were found only in
asphyxia. Hence, we see similar breathing pattern as neonate
struggles to inhale oxygen. Moreover, transient downfall over
the entire frequency-axis was observed in asthmatic cry. From
Figure 2 it is observed in all pathologies, that there is sudden or
steep rise in the pitch source harmonics indicating efforts made
by infants to cry.

4.2. Comparison with Existing Feature Sets

Experiments in this work were performed using 10-fold Cross
Validation (CV). The reported accuracy is averaged over all
folds.

4.2.1. Overall Performance for Binary Classifications

In this subsection, we present results obtained on, binary classi-
fication of healthy vs. pathological cries on three binary datasets
considered. Table 2 reports the results obtained for all datasets
for Whisper Encoder features and MFCC features. It is appar-
ent form the table that whisper encoder features out performs
baseline MFCC, more so, on both classifiers indicating no bias
on classifier architecture. This might be due to the fact that,
Whisper based features are known to capture sequential infor-
mation from the signals. According to study reported in [4],
infants have melodic structure in their cries. However, CNN is
found to perform better than Bi-LSTM. This might be due to
the effect of data partitioning in each fold.
Table 2: Overall Performance (in % Accuracy) of Baselines and
the Proposed Features on the Three Datasets

Classifier ↓ Dataset → D1 D2 D3

CNN MFCC 95.72 88.31 91.24
Whisper 97.31 96.22 95.86

Bi-LSTM MFCC 97.17 95.88 96.79
Whisper 97.31 96.81 97.48
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4.2.2. Multi-Class Classification

As studied in section 4.2.1, it was observed that whisper based
models outperformed MFCC Feature. Here we discuss the re-
sults obtained on multiple pathological detection. A new dataset
(D4) was prepared, where each pathology from both (D1 &
D2) datasets were considered for this study summing up to 4
classes in total. Figure 3 reports the % classification accuracy
on CNN and Bi-LSTM classifiers. It can be observed form fig-
ure that proposed whisper based features outperforms MFCC
features on both classifiers by increment of 1.67% on CNN and
1.05% on Bi-LSTM classifiers. Here, we observe significant
increment in performance on both classifiers. As seen from the
spectrographic analysis in section 4.1, various pathologies have
various cry patterns/melodic structure and each having unique
characteristics. This add to the proposition that whisper encoder
features capture the sequential information better than MFCC
based features. Additionally we can observe that the perfor-
mance of Bi-LSTM classifier is comparable to that of CNN
classifier.

Figure 3: Results for Multi-Class Classification

4.3. Statistical Measures
Experiments were performed to assess the performance using
statistical metrics, such as F1-score, Jaccard’s index, MCC
score, and Hamming loss as reported in Table 3. The results for
all set of experiments are averaged over 10-folds on the CNN
classifier. On the whole, it is clearly observed that the proposed
Whisper Encoder features clearly outperforms baseline MFCC
features for all the metrics.

Table 3: Performance Measures for Classification Experiments
on Various Datasets using CNN

Datasets ↓ Feature Set F1
Score MCC Jaccard

Index
Hamming

Loss

D1 Whisper 0.973 0.946 0.948 0.0269
MFCC 0.957 0.916 0.918 0.0428

D2 Whisper 0.962 0.919 0.928 0.0378
MFCC 0.881 0.730 0.793 0.1168

D3 Whisper 0.959 0.919 0.921 0.0414
MFCC 0.912 0.824 0.839 0.0876

D4 Whisper 0.991 0.986 0.983 0.0087
MFCC 0.975 0.960 0.952 0.0253

4.3.1. Analysis of Precision through Retraining

Figure 4 illustrates the test accuracy variation over 10-folds,
where on each fold the model was trained for 10 epochs. It was
performed to check robustness of classifier to the quoted preci-
sion for proposed whisper encoder for 5 trials. The results ob-
tained were consistent across all trials indicating the robust be-
haviour for multiclass pathology classification task. However,
trivial variance in accuracy, depicted in figure can be attributed
to the randomness inherent in the DNN and seed values.

Figure 4: Analysis of Precision for Retraining on CNN.

4.3.2. Feature Space Visualization Using t-SNE Plots

Multi-class pathology classification capability is also validated
using scatter plots obtained using t-SNE plots. Here Whis-
per and MFCC features were projected to 2-D space for var-
ious pathological class. Figure 5(a) and Figure 5(b) presents
the scatter plots for whisper Encoder-based features and MFCC
features, respectively. It is observed from figure 5 that the inter-
class distance between the clusters of different classes is greater
for Whisper encoder features. Also, Whisper model can clearly
distinguish between two closely co-related classes, namely, As-
phyxia and HIE. However, MFCC features fail to differentiate
between them.

Figure 5: Scatter Plots Obtained using t-SNE Plot for 4
Pathologies (a) Whisper encoder features, and (b) MFCC Fea-
tures. Best viewed in colour.

5. Conclusions
This work investigated significance of novel whisper encoder
features based on transfer learning framework for socially rel-
evant research problem on infant cry classification. This study
aimed at both for pathological detection as well as classifica-
tion of normal vs. pathological cries. Proposed methodology
was found to outperform baseline MFCC for various evalua-
tion scenarios, such as use of two different datasets, along with
combined dataset, and different classifier structures. This might
be due to sequential capturing characteristic of whisper model
as infants are known to have melodic structure in cries. Fur-
ther discrimination capability of proposed features were anal-
ysed using t-SNE plots, and statistical measures, such as F1-
score, MCC, Jaccard index and Hamming loss. Furthermore,
analysis of precision for retraining the model was also checked
to ensure the precision of proposed whisper encoder features
on pathology detection. However, some the limitations of this
work would be to check the effect of different whisper mod-
els along with effect of data augmentation and comparison with
other encoder based features such as TERA, and other acousti-
cal features such as GeMAPS, eGeMAPS, and ComParE. Our
future work will be aimed towards investigating the relevance
whisper model for analysis and classification of different voiced
pathologies and augmented cries.
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[29] K. Dembczyński, W. Waegeman, W. Cheng, and E. Hüllermeier,
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