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Abstract
To be perceived as trustworthy, artificially generated text
must be sufficiently congruent with the available dis-
course history. Pre-trained language models (LMs) oper-
ating in generative mode are capable of predicting locally
coherent phrases, but those do not always reflect salient
syntactic, semantic, or pragmatic facets of prior content.
This paper introduces a learnable evaluation metric to
assess the pragmatic pertinence of LM-generated text for
a given history. Pertinence is closely aligned with qualita-
tive human judgments of acceptability, thereby emerging
as a blend of sensibleness and specificity. Experiments
conducted across different domains using different learn-
ing architectures show that this approach circumvents
the issue of multiple valid ground-truths, while providing
a reliable quantitative ranking of generated text comple-
tion candidates in context. Pertinence scoring could thus
prove useful for the detection of hallucinations.
Index Terms: natural language generation, text com-
pletion, discourse congruence, evaluation metrics, human
judgments, hallucination detection

1. Introduction

In many applications, ranging from speech/handwriting
recognition (e.g., [1]) to keyboard input prediction (e.g.,
[2]), transformer-based neural language models (LMs)
have become the de facto standard for estimating the rel-
ative likelihood of predicted word sequences [3]. These
LMs are inherently generative; once trained, they can
be used to generate phrases of arbitrary length by feed-
ing their previous outputs back into the model [4], [5].
Yet, it is generally acknowledged that state-of-the-art im-
plementations comprising a large number of parameters
(e.g., 175 billion in the case of GPT-3 [6], 540 billion in
the case of PaLM [7]) have difficulties generating consis-
tently high-quality natural language text across a large
enough variety of domains and contexts [8], [9].

Among other drawbacks, predicted texts are oc-
casionally bland, incoherent, repetitive, nonsensical,
and/or unfaithful to the provided source input [10]. The
risk of producing “hallucinations” has been a limiting
factor in a number of applications [11]. And compared
to human experts, even recent models fine-tuned from
human feedback like ChatGPT [12] sometimes perform
poorly in terms of helpfulness in question-answering [13].

Quantifying such shortcomings in natural language
generation requires a deep understanding of discourse
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content, which automatic assessment measures typically
lack. Objective measures such as perplexity or key sav-
ing ratio (used in, e.g., predictive typing) are too word-
centric to be satisfactory at the phrase level across di-
verse domains. Similar metrics imported from areas such
as machine translation or summarization [14] (such as
BLEU, ROUGE, and CIDEr) calculate distances between
generated text and original ground-truth, but sidestep
the issue of multiple valid ground-truths.

As for subjective measures like the multi-turn Lik-
ert score (used to evaluate, e.g., conversational systems),
they are designed to gauge complex attributes (such as
naturalness, originality, appropriateness, engagingness,
etc.) by having humans evaluate things like multi-turn
consistency, repetition avoidance, etc. But a posteriori
human judgments are slow, tedious, costly, and often
yield comparisons that are not statistically significant
[15]. In addition, they are clearly unsuitable when it
comes to inline assessment.

This observation has sparked interest in data-driven
confidence metrics capable of acting as inline proxies for
such subjective measures. This paper proposes to learn
such a metric directly in embedding space through a clas-
sifier trained to emulate qualitative human judgments
of pertinence. For a given linguistic discourse history,
the classifier determines the extent to which the asso-
ciated generated text constitutes an acceptable comple-
tion. The outcome is a data-driven assessment of the
pragmatic quality of generated text.

To summarize the contributions of this work:
� we introduce the concept of a learnable discrimina-

tive measure to assess qualitative congruence with
linguistic discourse history;

� we establish a new task/benchmark: predicting the
quality of LM-generated text based on mimicking
elicited human judgments of pertinence;

� we describe how to design/collect/annotate a suitable
training corpus of qualitative human judgments to
train the pertinence classifier;

� experiments show that pertinence prediction is robust
across domains and across classifier architectures.

2. Related work

There have been numerous efforts to construct automatic
assessment measures from sentence embeddings (based
on, e.g., BERT [16]) for both context and prediction.
For example, for each turn in a dialog, it is possible to
compute the distance in embedding space between the
sentence embeddings associated with human prompt and
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chatbot answer. Unfortunately, such metrics do not cor-
relate well with human evaluations [17], most likely due
to the heavy-tailed distribution of natural language and
the varying strength of discourse-imposed constraints.
Besides, common embedding distance measures (such as
the cosine distance) are not inherently discriminative, so
separating “good” from “bad” predicted material often
comes down to somewhat arbitrary, hard-to-justify em-
pirical thresholds in embedding space.

The need to properly calibrate such thresholds has
underscored the challenge of gathering the necessary hu-
man annotations. Such annotations tend to focus on
characteristics of natural language generation that reflect
human conversational abilities. For example, in chatbot
evaluation, annotators answer questions such as: “which
speaker is more engaging?” or “which speaker is more
knowledgeable?” [15]. The average of sensibleness and
specificity (SSA) is often used as a proxy for “human-
like”-ness that specifically penalizes chatbots for produc-
ing generic responses [18]. Further human-like traits may
even be brought to bear, like personality, humor, empa-
thy, and related interpersonal qualities. But scoring such
fine-grained attributes tends to place a heavy burden
on annotators, with deleterious consequences in terms
of inter-annotator agreement.

In contrast, this paper targets the pragmatic qual-
ity of generated text conditioned solely on linguistic
discourse history. By nature this assessement involves
a blend of sensibleness and specificity, intrinsically an-
chored to qualitative human judgments of acceptability.

3. Corpus design and construction

The first step is therefore to elicit appropriate hu-
man judgments of pertinence, preferrably in a domain-
agnostic way. But evaluating the quality of any textual
generation requires care, because the complexity of natu-
ral language normally translates into more than one way
to achieve congruence with the discourse context.

To illustrate the point, Fig. 1 below shows an example
discourse history Z and 6 possible completions denoted
by W1 to W6. It is easy to eliminate W1, W3, and W5

as not pertinent, albeit for different reasons: W1 due to
domain mismatch, W3 because “a waste of time” contra-
dicts “marvelous experience”, and W5 because it is not a
well-formed sentence. But it is pointless to select which
of W2, W4, and W6 is most pertinent. In the absence
of any further information, all three completions can be
viewed as alternative ground truths, all perfectly valid

Z Hiking on the John Muir trail last July was
such a marvelous experience!

W1 It truly was the best chicken potpie I ever had. 0
W2 It truly was the highlight of the summer. 1
W3 It truly was a waste of time. 0
W4 It truly was a once in a lifetime trip! 1
W5 It truly was a great way to bond with 0
W6 It truly was a great way to bond with my son. 1

Figure 1: Example of discourse history (Z) and possible
predicted completions (W1 to W6). Scores in the last
column reflect ideal pertinence.

K

past sentences

T 0 k

CONTEXT

RECENT
DISCOURSE HISTORY PREDICTION

partial sentence predicted completion

tz0 1z z z k+1w w w K−1w w

Figure 2: Past, partial, and predicted word sequences.

given the available context. Thus, quality assessment of
textual generation inherently depends on multiple poten-
tial ground truths.

This observation provides an incentive to assess the
subjective quality of LM-generated text based on mim-
icking qualitative human judgments of completion ac-
ceptability as a whole. Arguably, humans arrive at such
judgments by applying a subtle blend of sensibleness and
specificity scoring, with no attempt to artificially disen-
tangle the two dimensions. In other words, they seek to
assess the pragmatic pertinence of every potential comple-
tion given the available context. In Fig. 1, for example,
ideal pertinence scores would be 0 for W1, W3, and W5

and 1 for W2, W4, and W6 (as shown in the last column).
Accordingly, the notion of pertinence emerges as a

reasonable measure for ranking text completion candi-
dates at inference time. For metric learning purposes, we
need to gather a set of typical human judgments observed
in various situations. To ensure diversity, human judg-
ments are solicited for a wide array of discourses across
multiple domains, ranging from short stories to social
media conversations. The basic elements of the anno-
tation task are depicted in Fig. 2. By design, we keep
the task as simple as possible: to assess whether or not
the predicted completion is acceptable given the available
discourse history.

We begin by extracting short paragraphs from vari-
ous text sources, from where to draw suitable (discourse,
completion) pairs. The discourse history Z = z0 . . . zT
consists of 4 to 8 short sentences that define the gen-
eral fabric of discourse. The partial sentence w0 . . . wk

consists of the beginning of the next sentence W =
w0 . . . wK , which we truncate after a variable number of
words 1 < k < 5 to form the recent context. The purpose
of the recent context is to focus the predictions generated
by the different LMs, so as to make the task of the human
annotators more manageable.

N annotators are then asked to rate K = 5 differ-
ent completions for that recent context. Only one of
these completions (the “golden completion”) results in
the original sentence W observed in the extracted para-
graph/conversation. The other K − 1 completions are
generated by different LMs of varying quality, to provide
a range of plausibility and specificity to the discourse.
For every (discourse, completion) pair, annotators thus
provide ideal pertinence values (1 for pertinent and 0
for non pertinent, as in Fig. 1). Instead of hard scores,
we also experimented with soft scores based on the an-
notator’s perceived degree of pertinence, but found that
inter-annotator agreement suffered as a result. With hard
scores, we obtain Cohen’s κ = 0.42, which is fairly typical
of such tasks [19]. Note that the same pool of annotators
is used across all domains considered.

We perform quality control by examining the distri-
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Z Allie wanted to paint her nails. She chose a bright red color. But
the nail polish was very thick. It needed a long time to dry.

Cosine
similarity

Pragmatic
pertinence

W1 Allie had to wait for half an hour. 0.5 0.56
W2 Allie had to paint her nails again with a deeper red. 0.6 0.37
W3 Allie had to take the bus to work the next day. 0.2 0.44
W4 Allie had to ride a motorcycle with a helmet. 0.3 0.42

Figure 3: Predicted completions W1 to W4 for discourse history Z, ordered in decreasing order of human-judged pertinence.
The last two columns reflect automated similarity scores between discourse and completions.

bution of ratings thus produced for every discourse his-
tory. First we define the human-judged pertinence (HJP)
of every completion as the proportion of annotators who
are in agreement that the completion is pertinent to the
overall context. Then we compute the average HJP value
across all completions for a given history. An average
HJP value around 1 suggests that only the golden com-
pletion is deemed pertinent for this history, while an av-
erage completion close to K indicates that most comple-
tions are deemed acceptable. We aim to ideally include
only those histories which are collectively associated with
an average HJP around K/2, in order to ensure a proper
balance of difficulty given the set of LMs considered.

4. Learnable confidence measure

Given two textual inputs (such as discourse history and
predicted completion), automated testing for textual con-
gruence typically involves some measure of statistical de-
pendence between pairs of sentence embedding vectors
and human judgments for the same pairs. A measure
commonly used is the Pearson correlation coefficient, but
it only assesses linear relationships, and is known to be
sensitive to outliers [20]. Calibration success is therefore
not guaranteed. In addition, it is heavily dependent on
the given embedding space and the choice of similarity
measure adopted.

To circumvent such shortcomings, we adopt a learned
similarity strategy, where both sentence embeddings and
similarity measure are learned from data, and the evalu-
ation system directly predicts pertinence as a proxy for
human judgment. We empirically choose the architec-
ture depicted in Fig. 4 below, where transformer encoder
stacks are used to extract embedding vectors (p and q, re-
spectively) for both discourse history and predicted text,
and the similarity between them is calculated via a trans-
former decoder stack. This model can be viewed as a

Z

W

Pertinent completion?

EMBEDDING EXTRACTION

EMBEDDING EXTRACTION

PERTINENCE CLASSIFIER

q

p

Encoder  

Stack

Stack

y/n  

Encoder  Predicted

Classifier  

Text

History

Discourse

Figure 4: Neural pertinence predictor architecture.

binary classifier trained on ideal pertinence values (1 for
pertinent and 0 for non pertinent, cf. Fig. 1) associ-
ated with (discourse, completion) pairs. The outcome is
a numerical pertinence score which reflects how good a
particular completion is given a particular history.

Fig. 3 above illustrates the outcome for a given dis-
course history and 4 different predicted completions, or-
dered in decreasing order of human-judged pertinence.
Two automated similarity scores between discourse and
completions are shown: the conventional cosine similar-
ity score serving as baseline, and the pertinence score
learned as described above. Neither score is perfectly
aligned with the human ranking, but the top-rated per-
tinence is in agreement with the preferred human com-
pletion, while the top cosine score is not. Also note that,
while W2 has a large lexical overlap with the context
(which likely explains the high cosine score), pragmati-
cally it is a rather weak completion, as correctly reflected
in the lower pertinence score.

Fig. 3 underscores the ineffectuality of using non-
discriminative similarity measures (like cosine) as base-
lines for the problem considered here (i.e., mimicking
human judgments). They do not constitute convincing
baselines precisely because they do not correlate well with
human judgments, as discussed at some length in [17].

5. Experimental setup

For training the neural pertinence predictor of Fig. 4,
we gather real data from four sources with very differ-
ent characteristics in terms of both style and homogene-
ity: conversational data collected from diverse scenarios,
commonsense stories originally put together for an eval-
uation of narrative structure learning (Story Cloze Test
[21], [22]), Reddit threads on about 10 topics ranging
from Art to Travel, and high-frequency n-grams collected
via differential privacy.

For the first three sources, every conversation, story,
and thread is split into constituent parts as per Fig. 2,
with the golden completion as one possible completion.
We then generate alternative completions from the con-
text using K − 1 = 4 different LMs of varying strength,
such that by design we get a mix of “good” and “bad”
completions. The outcome is a tuple formed by the con-
text and the resulting set of completion candidates. And
finally we submit each (randomized) tuple to N = 5 dif-
ferent crowd workers so they can render their judgments
of pertinence. This process resulted in about 2500 la-
belled tuples for the conversational data, 55000 for the
stories, and 50000 for the Reddit threads.

Since, technically, high-frequency n-grams are all per-
tinent, we leverage the last source to encourage the
learned metric to favor proper syntax. We separate syn-
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Table 1: Accuracy results across domains.

Training/Test Stories Reddit

Stories 79.2 % 73.6 %

Reddit 73.0 % 81.3 %

All 79.5 % 81.6 %

tactically complete predictions from others by partition-
ing the data into two bins: terminating n-grams, which
occur at the end of a sentence, and non-terminating n-
grams, which do not. We then label any terminating
n-gram as pertinent and any non-terminating n-gram as
non-pertinent. We use n = 8 throughout, with the first
and last 4 words taken as context and completion, respec-
tively. This process led to about 4500 labelled tuples.

The collection of all annotated tuples is then split
into 80% training, 10% validation, and 10% test sets.
To experiment with a diversity of classifiers, we fine-tune
different pre-trained LMs, and use top-1 classification ac-
curacy as evaluation metric. In all cases we use standard
defaults for the various training protocols to facilitate
reproducibility. Given its poor performance, we only
ran the baseline cosine similarity metric on Stories: as
expected, its top-1 classification accuracy was less than
40%, making it essentially unusable in practice.

6. Results and discussion

Table 1 reports results obtained across two domains: Sto-
ries and Reddit. Table 2 reports results obtained across
eight pre-trained architectures.

Table 1 shows that pertinence prediction is fairly ro-
bust across domains, and that accuracy increases when
training on multiple domains. The fact that only a small
drop in accuracy is observed when pertinence trained in
one domain is applied to another domain suggests that
it is possible to mimic human judgments of pertinence
in a largely domain-agnostic way. Table 2 shows that it
matters little which pre-trained architecture is used for
fine-tuning. In addition to indicating that the choice of a
specific model architecture is not material, Table 2 also
suggests that fine-tuning only a relatively small number
of parameters is sufficient to successfully rank text com-
pletion candidates in context.

To illustrate real-word usage, Figs. 5 and 6 show two
actual predictions scored using the confidence measure.
In each case, the discourse history Z is drawn from the
Stories sub-corpus ([21], [22]), and the prediction W1 cor-
responds to the top completion generated by a ∼30MB
transformer-based LM running on-device. Fig. 5 illus-
trates a case of high pragmatic pertinence: W1 is gen-
erally congruent with the context, which is reflected in

Z Valerie hired John to install her kitchen cabinets.
John was always late getting to work. John did
not finish installing the cabinets on time. Valerie
was not happy with John’s work.

W1 She told him that he was going to have to
come back to the house.

0.89

Figure 5: Example of high pertinence score prediction.

Table 2: Accuracy results across architectures.

Architecture/Test Stories Reddit N -grams

BERT 78.8 % 79.2 % 97.7 %

RoBERTa 81.0 % 80.5 % 94.3 %

DistillBERT 78.9 % 79.3 % 96.1 %

DistillRoBERTa 79.3 % 82.8 % 96.1 %

SqueezeBERT 78.8 % 80.2 % 95.6 %

MobileBERT 79.2 % 82.2 % 96.3 %

ConvBERT 78.3 % 79.6 % 94.3 %

ALBERT 79.7 % 80.8 % 93.6 %

the high confidence score of 0.89. In contrast, Fig. 6 il-
lustrates a case of low pragmatic pertinence: here W1

does not make sense given the available context, which is
reflected in the low confidence score of 0.28.

These experiments suggest that the proposed frame-
work is viable to encapsulate human judgments of perti-
nence. They also bode well for the ability of pertinence
scoring to automatically assess the subjective quality of
LM-generated text. By enforcing congruence with the
discourse history, this confidence measure may ultimately
help surface more natural, concise, and/or expressive text
completion candidates. It could also play a crucial role in
the detection and reduction of hallucinations, for exam-
ple by providing an alternative to costly human feedback
in reinforcement learning approaches (cf. [23]).

7. Conclusion

Pragmatic pertinence is a learnable metric blending sen-
sibleness and specificity into a single automated mea-
sure of quality. It is trained to mimic qualitative human
judgments of acceptability for a given LM-generated text
completion in a given discourse history. It thus serves as
a confidence measure to re-rank a list of text completion
candidates in a given context. Training data is composed
of human judgments elicited for a variety of (discourse,
completion) pairs in multiple domains. The metric op-
erates in a domain-agnostic way and can be fine-tuned
from a variety of pre-trained LMs using a comparatively
small number of human judgments.

We observed across different domains and different
learning architectures that this approach helps quantify
the extent to which natural language generation reflects
syntactic, semantic, and pragmatic facets of discourse,
while circumventing the issue of multiple valid ground-
truths. The confidence measure can therefore be advan-
tageously adopted in a wide variety of LM-driven text
generation applications to promote higher-quality and
more trustworthy outcomes.

Z Sarah walked into library. The metal detector
made a sound as soon as she walked through it.
A security guard pulled her to the side of the
detector. He ran a quick search.

W1 He was able to find the metal detector on
the floor of the library.

0.28

Figure 6: Example of low pertinence score prediction.
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