Evaluation of delexicalization methods for research on emotional speech
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Abstract

Perceptual evaluation of non-controlled emotional speech requires delexicalization to neutralize semantic variation. However, most existing methods imply losing spectral cues crucial to emotional attribution, related to both laryngeal and supralaryngeal settings. We propose a method relying on voice morphing to retain part of the spectral information of the original stimuli, as an additional step to diphone synthesis delexicalization. After previous assessment of intelligibility loss, this study evaluates the naturalness of angry and neutral expressions in French films, delexicalized using low-pass filtering and the proposed method implemented with MBROLA and STRAIGHT. Results show that morphing-based delexicalization, which leads to accurate emotional attribution, is rated with a higher degree of naturalness than low-pass filtering. Implications for research in affective speech are discussed with regards to other delexicalization methods proposed in the literature.
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1. Introduction

When perceiving emotional speech, listeners interpret prosodic information, voice quality and other spectral cues on the one hand, and semantic information on the other. Both channels contribute to the identification of the emotions expressed by the speaker in a mutually reinforcing way (see for example [1]).

Research on vocal expressions of emotions and other affects focuses mainly on prosodic variations as well as on voice quality cues and spectral changes that allow the listener to infer the speaker's affective state. Much of this research has used systematic variation by keeping verbal content constant in order to neutralize the influence of semantic content. Furthermore, emotional expressions are often elicited by actors in experimental settings [2, 3].

However, the naturalness of emotional expressions simulated in such settings have been questioned [4, 5], leading a growing number of researchers to opt for expressive speech extracts produced without control of the semantic content. Other authors focus on expressions of affects produced in contexts incompatible with a standardized semantic content (see e.g. [6] on the perception of charisma expressed by business speakers). In order to evaluate the affective information carried by prosodic and spectral variations, it is then necessary to abstract out the lexical content by presenting delexicalized stimuli to the listeners.

Various approaches have been proposed in the literature for the delexicalization of speech extracts, with the aim of isolating the contribution of prosody.

A classical method consists of modifying the spectral properties of the signal while preserving most of the suprasegmental variations via the spectral inversion technique [7], optionally combined with an additional filtering step [8]. The random splicing method [9] in which short extracts are shuffled in random order can also be mentioned.

The most commonly used method is to apply low-pass filtering to eliminate the segmental information present in the mid and high frequencies. The low-pass filtering allows retaining only the fundamental frequency (f0) modulations and part of the intensity modulations. In the vast majority of cases, a fixed cut-off frequency has been chosen, e.g. 400 Hz for [10] and [11] (the latter also retaining frequencies above 5 kHz) or 600 Hz for [6]. In some studies, filtering has been applied with a cut-off frequency dependent on the f0 register in delexicalized samples. For instance [12] opted for bandpass filtering designed to include the minimum value of f0 and the maximum value of its first harmonic. This choice is consistent with the recommendations of [13] who advocate a cut-off frequency one octave above f0.

[14] have evaluated several methods, including a time-dependent low-pass filtering with a cut-off frequency set just above f0 and inverse filtering, together with other candidate methods designed to retain only segmental information. All proposed methods achieved comparable performance for the identification of prosodic functions. In a preference rating task, listeners rejected spectral inversion and showed a slight preference for the modulation of a sinusoidal wave including the first two harmonics. This version of the minimal coding of suprasegmental information was therefore retained in the PURR delexicalization algorithm proposed by [14]. The PURR algorithm has been used by various authors to evaluate the role of prosody in the perception of foreign accent [15], emotion [16] or speaking styles [17]. Similarly, other studies have used delexicalization methods based on the modulation of f0 on pure tones [18], or on synthetic ‘hum’ stimuli [19] as implemented in Praat [20].

Although these methods can effectively reproduce f0 modulations, the resulting samples are highly unnatural. For this reason, [21] proposed a method based on diphone analysis/resynthesis combined with phone substitution and prosodic copy using the TD-PSOLA algorithm [22]. This method was then used by various authors (notably [23]) for the study of language identification from suprasegmental cues. In order to produce stimuli more similar to the originals, [24]...
proposed to replace diphone synthesis by a delexicalized imitation produced by the same speaker, combined with prosodic copy to keep controlled f0 modulations. The main limitation of this analysis/resynthesis approach is that the voice quality and other spectral cues present in delexicalized stimuli are those of read speech, unless a diphone database (or imitation) produced by the target speaker under the same conditions as the utterance to be synthesized is available. This can be problematic for the study of expressive speech, especially emotional expressions for which voice quality cues can be particularly salient (e.g. [25]). To our best knowledge, the only method allowing the restitution of voice quality and its variations is based on the estimation of the glottal flow by inverse filtering and on a linear modeling of the vocal tract [26].

As an alternative to inverse filtering methods that can be error-prone and induce a loss of auditory quality, [27] replaced original vowels with a slice of a vowel produced by the same speaker in a comparable context and averaged the spectrum for the unvoiced segments. Stimuli generated using this ‘surrogate vowels’ method were found to be more natural than the baseline low-pass filtering. A potential limitation of the ‘surrogate vowels’ method proposed by [27] is that it implicitly assumes that the spectral characteristics of a speaker, a speech style or an accent can be considered constant within the same utterance.

For our part, we propose a simple method based on a first step of analysis/resynthesis with phone substitution, completed by the use of voice morphing to partially restore the variations over time of the spectral characteristics of the original. With a view to applying this method to the study of expressive speech, following a study of loss of intelligibility and emotional attribution, we evaluate the degree of naturalness of delexicalized neutral expressions and expressions of hot anger.

2. METHODS

2.1. Corpus

We used 54 auditory stimuli presented in 3 different versions detailed below: (1) as natural stimuli, i.e., in their original version; (2) as synthesized stimuli, via the speech synthesizer MBROLA [28], and combined with the vocal morphing system STRAIGHT [29]; and (3) as low-pass filtered stimuli. Fig. 1 presents the waveform and spectrogram of the three stimuli corresponding to an angry utterance.

2.1.1. Natural stimuli

We extracted 73 natural stimuli from French movies, with the help of a student in fine arts. The auditory stimuli were converted into .wav files (sampling rate: 48 kHz as in the original DVDs). The natural stimuli were produced by nine French actors (four women, five men) either with hot angry (nine stimuli) or neutral (nine stimuli) expressions. These stimuli were 6.54 syllables long on average (mean duration = 0.97 sec, SD = 0.34 sec). They could also contain words with fricatives and vowels with /a/). Phones duration were obtained from a hand-corrected segmentation of original stimuli.

The spectral characteristics of the original stimuli were partially reconstructed by using a vocal morphing technique through STRAIGHT [29] in Matalab [30]. To do so, we used the original stimuli down-sampled at 16 kHz as source and the corresponding delexicalized stimulus synthesized via MBROLA as target. Since the segmental durations of the original stimuli are preserved in the synthesized version, a Short-Term Fourier Transform procedure was used on 25ms overlapping frames of both source and target signal, the time-aligned morphing process with STRAIGHT being applied to each pair of frames. After initial tests with various rates, the morphing rate was set at 0.5 as a trade-off between a lower rate that would have discarded the largest part of voice quality information and a higher rate that would have also rebuilt the segmental information of original stimuli. At the end of the process, we reconstructed the fundamental frequency contours of the original stimuli using TD-PSOLA [22], and the intensity via the Vocal Toolkit in Praat [31]. We refer to this condition hereafter as ‘saltanaj_morphing’.

Figure 1: Waveform and wide-band spectrogram of the three versions of the angry utterance ‘J’y toucherai quand j’aurai envie d’y toucher !’ (I’ll touch it when I want to touch it!) produced by a male French actor in a film. Bottom: original stimulus; middle: stimulus delexicalized in condition ‘saltanaj_morphing’; top: stimulus delexicalized in condition ‘low-pass’.

After their inspection to ensure the absence of obvious artifacts, the synthesized stimuli were validated through two tasks. An intelligibility task ensured that the addition of spectral information to the base ‘saltanaj’ condition did not lead to word recognition. Forty-seven native French listeners (38 F and 9 M, mean age = 24.7 y.o.) transcribed the auditory stimuli preserved from the original sentences. Such delexicalized stimuli were further enriched by partially reconstructing the global spectral characteristics of the original stimuli. Delexicalization was made by means of MBROLA [28] which performs a resynthesis through the concatenation of diphones, using a database of French diphones selected according to the actor’s gender. We adopted the condition ‘saltanaj’ [23] in which each phone in the original stimulus is substituted by a phone of the same broad phonological category (e.g., /s/ for fricatives and vowels with /a/). Phones duration were obtained from a hand-corrected segmentation of original stimuli.
orthographically. The intelligibility rate was computed for each provided transcription as the proportion of words matching the original stimulus. From this task, we retained only those stimuli which had a mean intelligibility rate equal or inferior to 30% (mean intelligibility rate in selection = 10%, SD = 9%). Furthermore, an identification task assessed whether the target emotional expressions (anger and neutral) were accurately recognized through prosody. Thirty-nine native French listeners who did not participate in the intelligibility task (21 F and 18 M, mean age = 30.3 y.o.) identified the emotional expressions by choosing between ‘anger’ and ‘neutral’. From this task, we retained only those synthesized stimuli whose identification rate was equal or superior to 70%. Based on the intelligibility and identification tasks, eighteen stimuli were selected as they satisfied both selection criteria.

To ensure that the vocal morphing efficiently preserved emotional information in addition to the sole diphone-based resynthesis with phone substitution, the same identification task was performed without using STRAIGHT for vocal morphing. In this ‘saltanaj’ condition, the fundamental frequency contour and intensity of the original stimuli were reconstructed using the same method as for the ‘saltanaj morphing’ condition. Twenty native French listeners (13 F and 7 M; mean age = 22 y.o.) participated in this complementary emotional identification task. Comparison of identification rates between tasks on the eighteen selected stimuli showed that listeners performed significantly better in the 'saltanaj morphing' condition than in the 'saltanaj' condition (p=0.003, mean rate 93% vs. 77%).

2.1.3. Filtered stimuli: ‘low-pass’ condition
Low-pass filtering of original stimuli was performed by means of a custom script written in Praat [20], using a Hann filter with a smoothing of 50 Hz. Since fundamental frequency is likely to reach high values in expressions of anger with high activation, the cutoff frequency has to be chosen carefully. In order to preserve f0 variations without including segmental information, the cutoff frequency was therefore set to two semitones over the maximum f0 in the stimulus. As a result, the applied cutoff frequency was between 136 Hz and 678 Hz (mean 373 Hz, SD 155 Hz) for the eighteen selected stimuli. We refer to this condition hereafter as ‘low-pass’. An intelligibility task was set-up following the same principles as in the ‘saltanaj morphing’ condition. Twelve native French listeners (7 F and 5 M mean age = 21.9 y.o.) transcribed the low-pass filtered stimuli orthographically. For the eighteen selected stimuli, listeners could not provide a transcription in 74% of cases on average (SD: 19%). The analysis of proposed transcriptions indicated that none of them was related to the original stimulus, thus an intelligibility rate of 0%.

2.2. Perceptual evaluation of naturalness
A Qualtrics online survey collected responses from 39 French native speakers (34 F, 5 M; mean age = 21.7, SD = 5.74). Participants were asked to wear headphones or earbuds and to sit in a quiet room with no background noise. Prior to the task, participants responded to a short demographic questionnaire including questions about their language background and language use, age, educational level and current occupation. Participants were told that they were going to listen to angry or neutral stimuli which were less or more modified as for their words. They had to rate the naturalness of the emotional expressions, considering only the speaker’s ‘tone of voice’ but disregarding the verbal level. We assume that collected ratings correspond to the similarity with expressions of the same emotion produced by human speakers. Each auditory stimulus was rated on a 5-point Likert scale ranging from “not at all natural” (corresponding to “1”) to “absolutely natural” (corresponding to “5”). Angry and neutral stimuli were presented in two separate blocks, with the order of presentation being flipped for half of participants to prevent bias from block order. Stimuli in condition ‘original’, ‘saltanaj morphing’ and ‘low-pass’ were randomly presented within each block.

2.3. Acoustic analysis
The overall acoustic difference between the original stimuli and their resynthesized or filtered versions was estimated by Euclidean distances in the 12-dimension space of MFCC coefficients. Using a custom Praat script, 13 coefficients were extracted on 15ms frames of speech signal with 5ms overlap (after excluding the initial and final silent part). Coefficient 0 related to the overall energy in the signal was dropped. The distance between the original and modified versions was then calculated on each frame.

3. Results
3.1. Ratings of naturalness
All participants were included in the data analysis as they completed 100% of the survey. Fig. 2 shows the mean score for participants’ judgments along the scale of naturalness. For both angry and neutral expression, the mean scores increase from stimuli with low-pass filtering (anger = 2.13; neutral = 1.95) to stimuli with both saltanaj and morphing manipulation (anger = 2.77; neutral = 2.87). As expected, original stimuli have the highest naturalness score (anger = 3.99; neutral = 4.09).

A linear mixed effects model fitted with R package lme4 [32] tested the effects of stimulus type (low pass/saltanaj_morphing/original) and emotional expression (angry/neutral) on the ratings of naturalness. Participants, actors and items within actors were included as random intercepts. The statistical analysis was based on 2016 observations (9 actors X 2 emotional expressions X 3 stimulus types X 39 participants).

We started the statistical analysis by fitting a model with a maximal random slope structure. Because of convergence issues, we reduced over-parametrization of the random structure by deleting interactions and random slopes with very
little variance. The simplification of the random structure of the model did not change the interpretation of the results. Significant interactions between fixed factors were analyzed using post-hoc tests via the function emmeans() of the emmeans R package [33], with Tukey correction for multiple comparisons [34]. The final model was:

\[
\text{lmer}(\text{ratings} \sim \text{stimulus_type} \times \text{emotion} + (1+\text{stimulus_type} + \text{emotion|listeners}) + (1|\text{actors}) + (1|\text{actors:trial})
\]

Results confirmed that the saltanaj morphing stimuli received higher ratings of naturalness than low-pass stimuli, for both angry (t=4.53, p<.001) and neutral (t=6.49, p<.001) emotional states. On the other hand, the saltanaj morphing stimuli were judged less natural than the original stimuli, for both angry (t=6.62, p<.001) and neutral (t=6.65, p<.001) emotional expression. Furthermore, for each stimulus type, naturalness’ ratings were irrespective of emotional expression, i.e., the ratings were similar in angry and neutral stimuli (p > .05).

3.2. Acoustic distances to original stimuli

Fig. 3 shows the mean distance to the corresponding original stimulus in the MFCC space for both versions of delexicalized stimuli and both emotional categories, averaged for each corresponding original stimulus X stimulus type.

![Figure 3: Stimulus-wise means and standard error for acoustic distance to the corresponding original stimulus computed on 15ms frames in the 12-D space of MFCC, split by stimulus type and emotion.](image)

In order to evaluate the effect of the stimulus type, of the emotion and of the interaction between both factors, a linear mixed effects model was fitted with the following structure:

\[
\text{lmer}(\text{distToOriginalMFCC} \sim \text{stimulus_type} \times \text{emotion} + (1+\text{stimulus_type} + \text{emotion|actor}) + (1|\text{frame_time})
\]

As expected, results indicate a strong effect of the stimulus type (t=35.68, p<.001), the acoustic distance to original stimuli being significantly lower in ‘saltanaj morphing’ condition than in ‘low-pass’ condition. A smaller effect of emotion is also found (t=4.8, p=.002), as well as a strong effect of the interaction (t=17.52, p<.001).

Pairwise comparisons with Tukey correction show no difference in the acoustic distance to the original stimuli between neutral and angry stimuli in ‘saltanaj morphing’ condition (t=1.41, p=0.528). In the ‘low-pass’ condition, this distance is significantly higher in angry stimuli (t=4.71, p=.007), which may be explained by the higher f0 in angry expressions.

4. Discussion

One advantage of the proposed method based on ‘saltanaj’ phones substitution and vocal morphing over classical delexicalization methods (spectral inversion, filtering and other methods of minimal coding of suprasegmental information) is that it combines effective delexicalization with preservation of affective information. It also generates synthetic stimuli closer to the originals in terms of naturalness. In this respect, it is a promising method for the perceptual evaluation of emotions and other affects. Indeed, the higher degree of naturalness obtained minimizes the probability that delexicalized extracts are processed as non-speech stimuli by listeners (see e.g. [35] on brain processing of speech vs. non-speech sounds). Its application may therefore be extended to studies on perception of linguistic prosody in interaction with spectral variation.

The proposed ‘saltanaj-morphing’ delexicalization method can be complementary to the inverse filtering method proposed by [26], which accounts for voice quality using a model of the glottal flow wave in the original stimuli. This method does not require a neutral reference and is therefore also applicable to extracts for which direct comparison with other productions of the same speaker is not possible. Moreover, it allows the partial restitution of spectral changes not directly related to the glottal flow waveform but considered by some authors in a broader definition of voice quality [36].

With our proposed method, the degree of naturalness could be improved by fully exploiting the potential of a speech morphing tool such as STRAIGHT, which is not the case with this first version. In this study, we have chosen a process that can be fully automated provided that a phone alignment of original stimuli is available. This induces some audible spectral distortions in the synthesized stimuli, which could be reduced by manually fine tuning the temporal anchor points. When available, using neutral productions of the same speaker in the resynthesis process may improve the quality of the generated delexicalized stimuli. This can be achieved with a speaker-specific diphone database or as a replacement for it [24], or by using this neutral reference as target in a first step of morphing modification.

On the other hand, an obvious limitation is that, depending on the level of morphing applied, some segmental information may remain, for which reason we have chosen to apply only partial morphing. It is therefore recommended to check that the delexicalization process actually leads to a loss of intelligibility.

5. Conclusions

The delexicalization method we propose, based on the use of speech morphing in addition to phone substitution resynthesis, makes it possible to obtain delexicalized stimuli rated as more natural than those obtained by pass-down filtering and in which the identification of the emotional expression is preserved. We believe that this method, which is quite simple to implement, may prove useful for research on the perception of emotional speech and other expressions of affect.
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