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Abstract
Speech translation (ST) is an increasingly popular topic of re-
search, partly due to the development of benchmark datasets.
Nevertheless, current datasets cover a limited number of lan-
guages. With the aim to foster research into massive multilin-
gual ST and ST for low resource languages, we release CoV-
oST 2, a large-scale multilingual ST corpus covering transla-
tions from 21 languages into English and from English into 15
languages. This represents the largest open dataset available to
date for volume and language coverage. Data checks provide
evidence about the data quality. We provide extensive speech
recognition (ASR), machine translation (MT) and ST baselines.
We demonstrate the value of CoVoST 2 for multilingual ST re-
search by leveraging it in 4 investigations: simplify multilin-
gual training by removing ASR pretraining, study multilingual
model scaling properties and investigate zero-shot and transfer
learning capabilities of models trained on CoVoST 2.

1. Introduction
The development of benchmark datasets, such as MuST-C [1],
Europarl-ST [2] or CoVoST [3] has greatly contributed to the
popularity of ST research. MuST-C provides TED talks trans-
lations from English into 14 languages, thereby encouraging
research into end-to-end ST [4] and one-to-many multilingual
ST [5]. Europarl-ST offers translations between 6 European
languages, with a total of 30 language pairs, enabling research
into many-to-many multilingual ST [6]. VoxPopuli [7], also de-
rived from the European Parliament proceedings is a large-scale
multilingual corpus providing unlabeled speech, transcribed
speech and interpretation data. The corpora described so far
either involve European languages, or languages that are high
resource for MT and ASR, or out of English language pairs.
CoVoST [3] is a multilingual and diversified ST corpus from 11
languages into English, based on the Common Voice project [8].
Unlike previous corpora, it involves low resource languages
such as Mongolian and it also enables many-to-one ST research.
Nevertheless, for all corpora described so far, the number of lan-
guages involved is limited.

In this paper, we describe CoVoST 2, an extension of CoV-
oST which provides translations from English (En) into 15
languages—Arabic (Ar), Catalan (Ca), Welsh (Cy), German
(De), Estonian (Et), Persian (Fa), Indonesian (Id), Japanese
(Ja), Latvian (Lv), Mongolian (Mn), Slovenian (Sl), Swedish
(Sv), Tamil (Ta), Turkish (Tr), Chinese (Zh)—and from 21 lan-
guages into English, including the 15 target languages as well
as Spanish (Es), French (Fr), Italian (It), Dutch (Nl), Portuguese
(Pt), Russian (Ru). The overall speech duration is extended
from 700h to 2880 h and the total number of speakers is in-
creased from 11K to 78K. The data is available at https:
//github.com/facebookresearch/covost under a
CC0 license.

Massive multilingual models are more maintainable, re-
quire fewer training resources and improve performance on
lower resource languages. This paradigm has so far been inves-
tigated in the context of MT [9] and ASR [10] but not for ST due
to the lack of suitable benchmark. In addition to providing ex-
tensive monolingual, bilingual and multilingual ASR, MT and
cascaded and end-to-end baselines and in order to demonstrate
the value of CoVoST 2, we conduct 4 investigations. First, we
simplify multilingual training by omitting the well-known en-
coder pre-training step [11]. This can be achieved simply by
including the ASR tasks and treat them as additional language
pairs in training. We then study scaling data and model by com-
bining CoVoST 2 and MuST-C. As CoVoST 2 and MuST-C are
English centric, we also evaluate the capability of the multilin-
gual models obtained for zero-shot translation in the Europarl-
ST dataset. Finally, we study the transfer learning capabilities
of multilingual models on two unseen language pairs, Mboshi-
French [12] on which we obtained state-of-the-art performance
and the Europarl-ST Romanian-English pair. The results ob-
tained in these investigations are competitive and in some in-
stances, state-of-the-art, which provides additional evidence of
the quality of the data released.

2. CoVoST 2
2.1. Corpus Creation

Data Collection & Quality Control. CoVoST 2 is derived
from Common Voice (CV) [8], a crowdsourced, read speech,
multilingual ASR corpus with an open CC0 license. Transla-
tions are collected by sending deduplicated transcripts corre-
sponding to validated voice clips (but without the correspond-
ing audio) to professional translators. We then conduct checks
based on language model (LM) perplexity, LASER scores [13]
(computed with VizSeq [14]) and a length ratio heuristic in or-
der to ensure the quality of the translations. Samples with low
scores are manually inspected and retranslated. For LM per-
plexity checks, 20M lines are sampled from the OSCAR cor-
pus [15] for each language, except for English and Russian for
which pre-trained language models [16] are utilized. 5K lines
are reserved for validation and the rest for training. BPE vo-
cabularies of size 20K are then built on the training data, with
character coverage 0.9995 for Japanese and Chinese and 1.0 for
other languages. A Transformer base model [17] is then trained
for up to 800K updates. Professional translations are ranked by
perplexity and the ones with the lowest perplexity are manu-
ally examined and retranslated as needed. In the data release,
we mark out the sentences that cannot be translated properly,
mostly due to lack of context.

Data Splits. The original CV dataset splits utilize only one
audio sample per sentence, while there are potentially multi-
ple speakers available in the validated dataset. To allow higher
data utilization and speaker diversity, we add part of the dis-
carded samples back while keeping the speaker set disjoint and
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fer to this extension as CoVoST splits. Data utilization is thus
increased from 44.2% (1273h) to 78.8% (2270h). We use CoV-
oST train splits for model training and CV dev and test split for
validation and evaluation. The CoVoST dev/test splits are use-
ful in multi-speaker evaluation [3] to analyze model robustness,
but large amount of repeated sentences may skew the BLEU
(WER) scores.

2.2. Statistics

Basic statistics (duration, speakers) are listed in Table 1. CoV-
oST 2 is diversified with large sets of speakers even on some of
the low-resource languages (e.g. Fa, Cy and Nl). Moreover, the
speakers are distributed widely across 66 accent groups, 8 age
groups and 3 gender groups. CoVoST 2 represents the largest
dataset for multilingual speech translation for language cover-
age (22) and duration (2880 hours).

Table 1: Basic statistics of CoVoST 2 using original CV splits
and extended CoVoST splits.

Hours (CoVoST ext.) Speakers (CoVoST ext.)
Train Dev Test Train Dev Test

X→En

Fr 180(264) 22(23) 23(24) 2K(2K) 2K(2K) 4K(4K)
De 119(184) 21(23) 22(120) 1K(1K) 1K(1K) 4K(5K)
Es 97(113) 22(22) 23(23) 1K(1K) 2K(2K) 4K(4K)
Ca 81(136) 19(21) 20(25) 557(557) 722(722) 2K(2K)
It 28(44) 14(15) 15(15) 236(236) 640(640) 2K(2K)

Ru 16(18) 10(15) 11(14) 8(8) 30(30) 417(417)
Zh 10(10) 8(8) 8(8) 22(22) 83(83) 784(784)
Pt 7(10) 4(5) 5(6) 2(2) 16(16) 301(301)
Fa 5(49) 5(11) 5(40) 532(545) 854(908) 1K(1K)
Et 3(3) 3(3) 3(3) 20(20) 74(74) 135(135)

Mn 3(3) 3(3) 3(3) 4(4) 24(24) 209(209)
Nl 2(7) 2(3) 2(3) 74(74) 144(144) 379(383)
Tr 2(4) 2(2) 2(2) 34(34) 76(76) 324(324)
Ar 2(2) 2(2) 2(2) 6(6) 13(13) 113(113)
Sv 2(2) 1(1) 2(2) 4(4) 7(7) 83(83)
Lv 2(2) 1(1) 2(2) 2(2) 3(3) 54(54)
Sl 2(2) 1(1) 1(1) 2(2) 1(1) 28(28)
Ta 2(2) 1(1) 1(1) 3(3) 2(2) 48(48)
Ja 1(1) 1(1) 1(1) 2(2) 3(3) 37(37)
Id 1(1) 1(1) 1(1) 2(2) 5(5) 44(44)
Cy 1(2) 1(12) 1(16) 135(135) 234(371) 275(597)

En→X 364(430) 26(27) 25(472) 10K(10K) 4K(4K) 9K(29K)

3. Experiments & Results
3.1. Models

ASR and ST models share the same Transformer architec-
ture [17, 18]. A convolutional downsampler reduces the length
of inputs to 1

4
of the original length. In the multilingual set-

ting, we force decoding into a given language by using a lan-
guage ID token as the first token during decoding [6]. For MT,
we use a Transformer base architecture with le encoder lay-
ers, ld decoder layers, 0.3 dropout, and shared embeddings for
encoder/decoder inputs and decoder outputs. For multilingual
MT models, encoders and decoders are shared across language
pairs.

3.2. Experimental Setup

We normalize punctuation and build vocabularies with Senten-
cePiece [19] without pre-tokenization. For ASR and ST, char-

acter vocabularies with 100% coverage are used for all exper-
iments on CoVoST 2 only. Experiments on CoVoST 2 com-
bined with MuST-C use a 10k unigram model. For bilingual
MT models, joint 5k BPE [20] vocabularies are learned. For
multilingual MT models, we learn joint 40k BPE vocabular-
ies. For MT and language pair s-t, we also contrast using only
s-t training data and both s-t and t-s training data. The lat-
ter setting is referred to as +Rev. We extract 80-dimensional
log mel-scale filter bank features (windows with 25ms size and
10ms shift) with per-utterance cepstral mean and variance nor-
malization and SpecAugment [21] to alleviate overfitting. The
LB policy without time warping is used for all experiments us-
ing CoVoST 2 only while the LD policy is used when combin-
ing CoVoST 2 with MuST-C. Training samples with more than
3,000 frames or more than 512 characters are discarded.

For ASR and ST, we set dmodel = 256 for bilingual models
and set dmodel = 512 or 1024 (denoted by a suffix “-M”/“-L”
in the tables) for multilingual models. We pre-train non-English
ASR and bilingual ST models with an English ASR encoder,
and pre-train multilingual ST models with a multilingual ASR
encoder. For MT, we set le = ld = 3 for bilingual models and
le = ld = 6 for multilingual models.

We use a beam size of 5 and length penalty 1. The best
checkpoint is selected by validation loss for MT, and we aver-
age the last 5 checkpoints for ASR and ST. For MT and ST, we
report case-sensitive detokenized BLEU using sacreBLEU [22]
except for English-Chinese and English-Japanese where we re-
port character-level BLEU. For ASR, we report character error
rate (CER) on Japanese and Chinese (without word segmen-
tation) and word error rate (WER) on the other languages us-
ing VizSeq [14]. Before calculating WER (CER), sentences are
tokenized by the default SACREBLEU tokenizer, lowercased
and with punctuation removed (except for apostrophes and hy-
phens). All models are implemented in FAIRSEQ [23, 24] and
we will open-source training recipes.

3.3. CoVoST 2 Baselines

Monolingual/Bilingual Baselines. We reports monolingual
baselines for ASR and bilingual MT, cascaded ST (C-ST), end-
to-end ST trained from scratch (E-ST) and pre-trained on ASR
(ST) in Table 2. As expected, the quality of transcriptions and
translations is very dependent on the amount of training data per
language pair. The poor results obtained on low resource pairs
can be improved by leveraging training data from the opposite
direction for MT and C-ST. These results serve as baseline for
the research community.
Multilingual Baselines. Multilingual MT (rows 3-4), multilin-
gual cascaded ST (rows 5-8) and multilingual A2E/E2E/A2A
ST (rows 9-12) baselines are reported in Table 3. The A2E MT
model (row 3) underperforms the strong ”+Rev” bilingual MT
baseline since it is not taking advantage of out-of-English train-
ing data. On the other hand, the E2A MT model (row 3) outper-
forms bilingual MT on En-X, possibly due to a larger capacity.
The A2A MT (row 4) is relatively competitive with bilingual
MT (-1.4 BLEU overall) but with uneven performance per lan-
guage group. Rows 5-8 show that A2A MT provides consis-
tent improvements over A2E/E2A and that performance bene-
fits from a larger multilingual ASR model (except for En-X).
Rows 9-12 contrast A2E, E2A and A2A models with medium
and large architectures. Similar to the conclusions for the cas-
caded performance, A2A is able to leverage additional data and
outperforms A2E/E2A except for En-X; in addition, end-to-end
multilingual models benefit from larger architectures.

the same sentence assignment across different splits. We re-
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Table 2: Test WER for monolingual ASR and test BLEU for bilingual MT/ST (“C-ST” for cascaded ST, “E-ST” for end-to-end ST
trained from scratch and “ST” for end-to-end ST with encoder pre-trained on English ASR). All non-English ASR encoders are also
pre-trained on the English one. ? We report CER and character-level BLEU on Chinese and Japanese text (no word segmentation
available). +Rev†: leveraging CoVoST 2 data from the reversed directions for MT.

X→En En→X
ASR MT +Rev† C-ST +Rev† E-ST ST MT +Rev† C-ST +Rev† E-ST ST

En 25.6

Fr 18.3 37.9 38.1 27.6 27.6 24.3 26.3
De 21.4 28.2 31.2 21.0 22.6 8.4 17.1 29.0 29.1 18.3 18.1 13.6 16.3
Es 16.0 36.3 36.2 27.4 27.4 12.0 23.0
Ca 12.6 24.9 31.1 21.3 25.1 14.4 18.8 38.8 38.6 24.1 24.1 20.2 21.8
It 27.4 19.2 19.0 13.5 13.5 0.2 11.3

Ru 31.4 19.8 19.4 16.8 16.8 1.2 14.8
Zh? 45.0 7.6 16.6 7.0 9.9 1.4 5.8 35.3 38.9 24.6 25.9 20.6 25.4
Pt 44.6 14.6 13.9 9.2 9.2 0.5 6.1
Fa 62.4 2.4 15.1 2.1 7.2 1.9 3.7 20.1 20.0 13.8 13.8 11.5 13.1
Et 65.7 0.3 13.7 0.2 4.4 0.1 0.1 24.0 24.3 14.5 14.5 11.1 13.2

Mn 65.2 0.2 5.4 0.1 1.9 0.1 0.2 16.8 17.1 11.0 10.7 6.6 9.2
Nl 52.8 2.6 2.5 1.8 1.8 0.3 3.0
Tr 51.2 1.1 25.9 0.8 12.0 0.7 3.6 20.0 19.7 11.8 11.5 8.9 10.0
Ar 63.3 0.1 34.7 0.1 12.3 0.3 4.3 21.6 21.6 14.0 13.9 8.7 12.1
Sv 65.5 0.2 37.7 0.1 8.4 0.2 2.7 39.4 39.2 24.6 24.4 20.1 21.8
Lv 51.8 0.2 19.6 0.2 9.1 0.1 2.5 22.5 22.9 14.4 14.4 11.5 13.0
Sl 59.1 0.1 29.2 0.0 10.3 0.3 3.0 29.1 29.4 18.2 18.0 11.5 16.0
Ta 80.8 0.0 4.0 0.0 0.7 0.3 0.3 22.7 22.2 13.0 12.7 9.9 10.9
Ja? 77.1 0.0 14.6 0.0 2.6 0.3 1.5 42.8 42.2 32.1 29.3 26.9 29.6
Id 63.2 0.1 36.7 0.1 8.9 0.4 2.5 39.0 38.8 22.9 22.7 18.9 20.4
Cy 72.8 0.1 49.2 0.1 6.0 0.3 2.7 41.6 41.6 25.3 25.2 22.2 23.9

Table 3: Average test BLEU for bilingual and multilingual mod-
els. The average WER for ASR-M is 47.6 and 42.9 for ASR-L.
HR refers to pairs with Fr, De, Es, Ca as the source language
and LR to the remaining ones. We apply temperature-based
(T=2) sampling [25] to improve low-resource directions.

Tasks Pr.
Avg BLEU

X-En En-X Overall
HR LR 21 15 36

Bi. ST X 21.3 4.0 7.3 17.1 11.4

Bi. MT + Rev 34.2 21.0 23.5 29.7 26.1

A2E / E2A MT 33.3 14.1 17.7 32.1 -
A2A MT 36.5 16.6 20.4 30.8 24.7

ASR-M +
A2E/E2A MT

25.3 8.1 11.4 18.9 -

ASR-L +
A2E/E2A MT

25.8 8.9 12.1 19.6 -

ASR-M + A2A
MT

27.1 9.3 12.7 18.1 14.9

ASR-L + A2A
MT

27.7 10.2 13.6 18.8 15.7

A2E / E2A-M X 23.6 3.3 7.1 17.2 -
A2E / E2A-L X 23.2 3.0 6.9 19.4 -
A2A-M X 20.4 3.4 6.6 15.5 10.3
A2A-L X 24.0 3.7 7.5 18.3 12.0

3.4. ASR + ST

Table 4: Analysis of the inclusion of the ASR task in training
and its interaction with ASR encoder pretraining in two data
conditions. CV: CoVoST 2; M-C: MuST-C; HR: high-resource;
LR: low-resource.

Data Tasks Pret.
Avg BLEU

X-En En-X All
HR LR All All All

CV
ST

X 24.0 3.7 7.5 18.3 12.0
7 16.6 3.4 5.9 13.1 8.9

ASR/ X 26.8 5.0 9.2 20.9 14.0
ST 7 25.8 4.1 8.2 19.3 12.8

CV/ ST
X 25.9 4.2 8.4 21.7 13.9
7 23.4 3.9 7.6 20.4 12.9

M-C
ASR/ X 27.1 4.6 8.9 21.0 13.9
ST 7 27.4 6.4 10.4 21.4 15.0

To simplify training and to understand whether we can
combine ST and ASR in one model, we jointly train multi-
lingual ASR + ST models. We compare models with or with-
out ASR pre-training, and including or excluding the ASR task
from training. We do so on two data conditions, CoVoST 2 and
CoVoST 2 with MuST-C. Table 4 shows the results. On average,
the ASR+ST multilingual models, whether pre-trained or not,
are on par or outperform corresponding ST models. While en-
coder pre-training helps to increase the performance of ST mod-
els, joint ASR+ST models without pre-training can also reach
similar or better performance compared to the ST models with
pre-training, thus simplifying the training process.
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3.5. Scaling Up Speech Translation Models

We study basic scaling properties of multilingual ST models.
Following subsection 3.4, MuST-C is combined with CoVoST
2, the ASR tasks are included in training with no ASR pre-
training.

Table 5: Effect of scaling model capacity up to 950M parame-
ters on speech translation quality.

# Enc. # Dec. # Param Avg En-X X-En
Lay. Lay BLEU BLEU BLEU

12

6

268M 14.8 21.3 10.1
16 318M 14.4 20.2 10.2
20 369M 15.1 22 10.2
24 419M 15.5 21.9 10.9
28 469M 15.2 21.4 10.7
32 520M 14.9 21.9 9.8
48 721M 15.6 21.2 11.6

12

8 301M 14.1 20.8 9.2
12 369M 14.3 22 8.9
16 436M 14.2 22.1 8.6
20 503M 12.2 19.1 7.3

48 20 956M 15.9 23.7 10.2

Test set BLEU scores are reported in Table 5, averaging
over all language pairs, En-X and X-En pairs. Increasing the
encoder capacity improves performance, up to 0.8 BLEU when
averaging across all pairs. The trend is consistent for X-En and
En-X pairs. However, increasing the decoder capacity up to 16
layers has little effect. Beyond that (20 layers), performance de-
grades (-1.9 BLEU). We note that a larger decoder capacity may
benefit En-X pairs but is consistently detrimental to X-En pairs.
The last row increases the model capacity to 956M parameters,
bringing an improvement of 1.1 BLEU over the baseline.

Table 6: Zero-shot performance (BLEU) on Europarl-ST of a
multilingual model pretrained on CoVoST 2 and MuST-C, aver-
aged over 20 unseen language pairs.

System Avg BLEU

[26] 14.6
Zero-shot 4 (97.0%)
+ self-training 6.7 (98.1%)
Transfer learning 21.1

3.6. Zero-Shot Translation

We evaluate the zero-shot translation performance of a large
multilingual model (row 7 in Table 4) on EuroParl-ST. Model
training covers X-En and En-X pairs for the EuroParl-ST lan-
guages: Fr, De, Es, It and Pt, while translations between those
languages are unseen. Results are shown in Table 6. The first
row corresponds to a multilingual supervised baseline [26] with
a Transformer “M” architecture and encoder pretraining on Lib-
riSpeech [27]. The zero-shot performance is shown in row 2
with the accuracy of the predicted output language. Note that
the model does not suffer from the same issue observed in the
analogous zero-shot MT setting [28, 29]. Row 3 shows an av-
erage 2.7 BLEU improvement by applying self-training on the
unseen language pairs and the output language prediction accu-
racy is further improved to 98.1%. Finally, in row 4, we also
report a stronger upper bound by fine-tuning on Europarl-ST.

3.7. Low-Resource Transfer Learning

We investigate transfer learning capabilities of multilingual
models trained on CoVoST 2 on Mboshi-French, a very low-
resource language pair with 4 hours of speech [12], where
Mboshi is unseen during pretraining and French is only seen as
target in the French ASR task, and on Romanian-English from
the v1.1 release of Europarl-ST with 24 hours of data, where
both the Romanian source language and the Romanian-English
pair are unseen during pretraining.

Table 7: Transfer learning on low-resource pairs with unseen
source language, with encoder pre-training (ASR-M) and fine-
tuning from the A2A-M ST model. †: Our end-to-end baseline;
‡: [11].

Enc. PT Dec. PT BLEU

- - 3.5‡

300h En ASR 20h Fr ASR 7.1‡

Mb-Fr En ASR† 8.8
En ASR En ASR 7.1
ASR-M ASR-M 9.7

CV ASR+ST CV ASR+ST 12.6

En ASR† 10.8
Ro-En En ASR En ASR 14.2

ASR-M ASR-M 16.7
CV ASR+ST CV ASR+ST 25.1

Results are shown in Table 7. In the first row [11], the model is
trained from scratch. The second row [11] brings 3.6 BLEU im-
provement by pretraining the encoder on 300h of English ASR
data and pretraining the decoder on 20h of French ASR data.
We obtain similar performance by initializing the model with an
English pretrained ASR model (Table 2) Note that initializing
both the encoder and decoder underperforms initializing the en-
coder only (7.1 vs 8.8 BLEU), due to the difference in target lan-
guage. Performance is further improved with multilingual ASR
pre-training and with multilingual ASR+ST pre-training (Ta-
ble 3), bringing a gain of 5.5 BLEU over the state-of-the-art on
this dataset. We observe a similar trend for Romanian-English.
The first row (our baseline) initializes the encoder from an En-
glish ASR pre-trained model. This time, the decoder initializa-
tion brings 3.4 BLEU gains since the target languages match.
Similar to Mboshi-French, multilingual ASR pre-training and
multilingual ASR+ST pre-training bring further gains, with an
improvement of 14.3 BLEU over the baseline.

4. Conclusion
We introduced the largest ST corpus for language coverage and
volume, with 21 languages into English and English into 15
languages. We provided extensive monolingual, bilingual and
multilingual baselines for ASR, MT and ST. The dataset is free
to use under a CC0 license and enables the research community
to develop methods including massive multilingual modeling
and ST modeling for low resource languages We demonstrated
the usefulness of CoVoST 2 for multilingual speech translation
research and the quality of the dataset by conducting 4 inves-
tigations. We showed how to simplify multilingual training by
including ASR as another language pair; scaling properties of
multilingual models were investigated; finally, we showed that
multilingual ST models trained on CoVoST 2 have good zero-
shot and transfer learning capabilities.
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