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Abstract
In this work, we propose several techniques to address data
scarceness in ComParE 2021 COVID-19 identification tasks for
the application of deep models such as Convolutional Neural
Networks. Data is initially preprocessed into spectrogram or
MFCC-gram formats. After preprocessing, we combine three
different data augmentation techniques to be applied in model
training. Then we employ transfer learning techniques from
pretrained audio neural networks. Those techniques are applied
to several distinct neural architectures. For COVID-19 identi-
fication in speech segments, we obtained competitive results.
On the other hand, in the identification task based on cough
data, we succeeded in producing a noticeable improvement on
existing baselines, reaching 75.9% unweighted average recall
(UAR).
Index Terms: computational paralinguistics, COVID-19, deep
learning, data augmentation, transfer learning

1. Introduction
Automated analysis of audio signals turned out to be a promis-
ing path for the screening of respiratory diseases [1, 2]. One
year after COVID-19 was officially declared a global pandemic,
there is a huge interest on improving such tools, allowing alter-
native forms of identification of suspicious cases of infection.

The Interspeech Computational Paralinguistics ChallengE
(ComParE) 2021 proposes two competitions related to detect-
ing COVID-19 from audio samples. Such samples represent
speech and cough from both healthy and infected speakers. The
COVID-19 Speech Sub-Challenge (CSS) offers 3.24 hours of
audio recordings containing speech samples, while the COVID-
19 Cough Sub-Challenge (CCS) provides 1.63 hours of cough
samples.

Our contribution to ComParE 2021 explores four architec-
tures based on convolutional neural networks aiming at detect-
ing COVID-19 in both CSS and CCS. In particular, we investi-
gate employing transfer learning, a well-established technique
to address data scarceness and adaptation between different
datasets [3], which has been used successfully in previous edi-
tions of ComParE [4, 5, 6, 7]. Thus our proposal studies transfer
learning from Pretrained Audio Neural Networks (PANNs) [8],
which are models trained on millions of audio samples. In addi-
tion, we explore three different data augmentation techniques.
The main contributions can be summarized as: (i) investigating
large-scale pretrained audio neural networks for the identifica-
tion of COVID-19; (ii) improving the generalization of deep
models via three data augmentation techniques, i.e. Mixup [9],
SpecAugment [10] and additive noise data augmentation [11].

2. Experimental Framework
First, we present the original datasets (section 2.1), noting that
there are insufficient data for a deep learning approach. Due
to this scarcity, we applied three techniques for data augmen-
tation: Noise Data Augmentation (section 2.2), SpecAugment
(section 2.3) and Mixup (section 2.4), in that order and combin-
ing the three methods. Finally, we also explore transfer learning
to address data scarcity (section 2.5).

2.1. Datasets

The datasets for the sub-challenges were extracted from the
COVID-19 Sound database [12, 13, 14]. Two groups were de-
fined, audio recordings from subjects with COVID-19 (patient
group) and from individuals not infected and therefore without
COVID-19 symptoms (control group).

Regarding the CSS, 893 audio clips were gathered from
366 speakers and different languages. There are 3.24 hours
of recordings, with duration varying between 3.6 and 30.1 sec-
onds. A total of 315 instances for training: 243 from the control
group and 72 for patient group. A development set is also avail-
able with 295 samples: 153 for control and 142 for patients.
The test set consists of 283 audios without public labels [14].

For the CCS, 929 cough audio instances were obtained from
397 speakers, resulting in 1.63 hours. The training set presents
215 and 71 audios for control and patients, respectively (286 in
total). The development set contains 231 audios (183 for control
and 48 for patients). The test set is composed of 208 unlabeled
audio clips [14].

Both the CSS and CCS audios are sampled at 16khz. It is
known the dataset contains multiple instances per speaker. In
addition, the training, development, and test sets do not share
speakers, thus they are speaker independent [14].

2.2. Noise data augmentation

We use the additive noise method which is popular in speech
processing [11]. For this purpose, we use the MUSAN cor-
pus [15], which is composed of three subsets: the noise subset,
which contains approximately 6 hours of noise, such as ambient
noise and dialtones; the music subset, which contains approx-
imately 42 hours of music and; the speech subset, containing
60 hours of human speech. We choose to use only the noise
subset, because it contains ambient noise that represents most
of the noise found in the datasets used in this paper. A noise
sample in every training step is chosen randomly and is added
to the original signal with a signal to noise ratio random varying
from 0 to 15dB, similar to the proposal of [16].
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2.3. SpecAugment

SpecAugment [10] is an augmentation method originally pro-
posed for automatic speech recognition. It consists of masking
a log-mel spectrogram in the frequency and time domain [8].
The frequency masking is applied so that f consecutive mel
channels [f0, f0 + f ] are masked, where f is chosen from a
uniform distribution ranging from zero to a previously defined
value that indicates the maximum masking width. Finally, f0 is
chosen at random from [0, v−f ], where v is the number of mel
channels [10]. Masking in time domain is similar to frequency
masking, but along the time axis [8]. Similar to [8], we used
two masks in the frequency domain, with a maximum width of
eight mel channels and two masks in the time domain with a
maximum width of 64 frames.

2.4. Mixup

Mixup is a technique proposed by [9] to address overfitting and
sensitivity, using adversarial examples in deep neural networks.
The authors showed that this method improves the generaliza-
tion of deep models. In this method, at each training step, the
neural network is trained on a convex combination of two in-
puts and their corresponding labels [6], creating interpolations
between pairs of instances. Given two inputs xi and xj and their
corresponding classes yi and yj , their resulting Mixup (x̃, ỹ) is
defined in Eq. (1).

x̃ = λxi + (1− λ)xj
ỹ = λyi + (1− λ)yj ,

(1)

The parameter λ in (1) is sampled for each pair (i, j) from
a Beta Distribution with parameters α, λ ∼ Beta(α, α), where
α ∈ (0,∞) [9]. We tested several possible Beta distributions
with α ∈ (0, 1), following guidelines of [6].

2.5. PANNs: AudioSet Pre-training

Transfer learning has shown to be a promising technique in sev-
eral tasks [17, 18, 19], such as computer vision [18], where pre-
trained models are used as feature extractors in images [20],
videos [21], and show to be useful when different datasets are
used as source and target tasks [3]. Finally, in the audio do-
main, transfer learning obtained from images is also used in au-
dio pattern recognition tasks [4]. The Pretrained Audio Neural
Networks (PANNs) [8] were proposed in order to support sev-
eral tasks such as audio tagging, acoustic scene classification,
music classification, speech emotion classification and sound
event detection.

PANNs used in this were trained in AudioSet [22], a dataset
containing approximately 1.9 million audio samples from 527
different classes. The authors explored different convolutional
topologies, such as VGG-like CNNs [23], MobileNets [24] and
ResNets [25]. As a result, the authors reported the best mod-
els, which were trained using as input log-mel spectrograms ex-
tracted from audios sampled at 32 kHz. The log-mel spectro-
gram was extracted using Fast Fourier Transform (FFT) [26],
with Hamming window 1024, hop length 320 and 1024 FFT
components. In addition, 64 mel filter banks were applied to
calculate the log-mel spectrogram. Overall, there is good em-
pirical evidence in favor of applying PANNs in audio pattern
recognition tasks [8], especially under limited availability of
training data. In this work we explore transfer learning from
three PANNs, namely CNN14, ResNet-38 and MobileNetv1.

3. Experiments
In order to build a classification model for COVID-19 detection,
four scenarios of data augmentation and neural network topolo-
gies were investigated. Firstly, we present the four experiments
in section 3.1. Then, detailed explanation regarding implemen-
tation is given in section 3.2. Finally, we describe the choice of
hyper-parameters used to build each model in section 3.3.

3.1. Proposed Experiments

Each experiment is based on a distinct neural network topol-
ogy and investigates the use of transfer learning and different
data augmentation approaches. To facilitate reproducibility, the
source code used in each experiment is available on GitHub1.
The experiments were carried out as follows:

• SpiraNet: uses the SPIRA-project topology proposed
specifically for detecting respiratory insufficiency in
speech audio samples represented as Mel Frequency
Cepstral Coefficients (MFCCs) [27]. The authors pro-
posed a convolutional neural network to identify respi-
ratory insufficiency in infected patients with COVID-
19 in a scenario of high environmental noise, achiev-
ing promising results (∼ 91% accuracy). In this experi-
ment, we use the same topology. Given the dataset dif-
ference, we searched for alternative strategies and fine-
tuned hyper-parameters, namely the kernel size, convo-
lutional dilatation, dropout, number of fully connected
layer neurons after the last convolutional layer (FC dim),
learning rate, weight decay and optimizer for each of the
dataset (CSS, CCS). We use MFCCs with the same pa-
rameters reported in [27]. For this experiment we do not
use noise data augmentation, Mixup and SpecAugment.

• CNN14: this experiment explores transfer learning from
the PANN CNN14 model [8]. We adjusted the follow-
ing original hyper-parameters in order to increase perfor-
mance in the CSS and CCS datasets: Mixup α, learning
rate, weight decay and optimizer for each of the datasets.
The input is composed of log-mel spectrograms. We
used the same parameters as the PANNs to extract the
log-mel spectrogram (described in Section 2.5), except
for the sampling rate, which was 16 kHz as in CSS and
CCS datasets. This models makes use of noise data aug-
mentation, Mixup and SpecAugment.

• ResNet-38: it is similar to CNN14, but exploring trans-
fer learning of the PANN ResNet-38 [8].

• MobileNetv1: also similar to CNN14, but exploring
transfer learning from PANN MobileNetv1 [8].

Each proposed experiment was executed using three differ-
ent configurations: simple holdout, windowed holdout and K-
fold cross validation. In all the cases, classifier ensembles were
created.

Regarding the simple holdout method, the official training
and development sets were used. This method was applied in
two stages. First, the hyper-parameters of the four neural net-
works were fine-tuned, one at a time, using a fixed random seed.
In the second phase, each experiment was carried out five times
using five different random seeds and an ensemble was created,
performing vote by sum of probabilities. We report only the
results for the second phase.

1https://github.com/Edresson/SPIRA-ComParE2021
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For the windowed holdout, the procedure is similar to the
simple holdout, however we do not use the entire sample of
audios for training the networks. In this approach, training is
performed by selecting a random window from the original in-
put audio, the window size varies according to the dataset used
(detailed in Section 3.2). For development and test, the classi-
fiers received all possible windows from the audio considering
the hop size as window size (no overlapping) and their results
are combined in the voting process.

Finally, in the k-fold cross validation, we merged the train-
ing and development sets, using five folds to evaluate each ex-
periment. In this approach, each fold is used in the training of
ensembles rather than single models. Each ensemble is com-
posed of the five models (obtained with five different random
seeds initialization), yielding 25 models over all folds. The de-
velopment set results are obtained analysing each fold individ-
ually, by voting. In the test set, however, we perform a different
approach, inspired in [4], joining all 25 models to vote. This ap-
proach has the main advantage of covering more samples from
the training and development sets in order to decide the class.
As a drawback, the speaker independence assumption presented
in Section 2.1 may be compromised. Despite this, in [4] the
authors showed that this approach was effective in a scenario
without the independence of speakers between the train and de-
velopment set, turning out to be the winner of the ComParE
2020 Mask Sub-Challenge.

3.2. Experiment Implementation Details

In all experiments, our models are trained for 100 epochs. We
use the Binary Cross Entropy function [28] as loss for training
experiments based on Mixup. On the other hand, for experi-
ments that do not use Mixup, the loss function used was the
average of the Binary Cross Entropy calculated individually for
each class. Finally, in all experiments we choose the best check-
point using the average of the Binary Cross Entropy calculated
individually for each class in the development set.

The audio duration was set as the maximum duration on the
dataset for simple holdout and cross validation experiments in
order to standardize the audio duration, allowing network train-
ing and inference. Zero padding was used to adjust audios du-
ration when needed, injecting silence in the samples. For win-
dowed holdout, an audio window is chosen at random and the
window size is three seconds for the CSS dataset and two sec-
onds for the CCS dataset. These values were chosen because
they represent the rounded down value of the smallest audios in
each of the datasets.

Because the dataset has significant class imbalance, for the
k-fold cross validation, each fold is generated using propor-
tional stratified sampling. Batches, however, uses a different
method, either for cross validation or other holdout approaches.
Weighted random sampling [29] is used to build a batch con-
taining a balanced number of instances for each class. In this
technique, each instance receives a weight indicating its proba-
bility to be selected [30]. The inverse frequency of each class is
used to defined the weights of its instances.

All of our models were implemented using Pytorch 1.6.0
[29] and trained on an NVIDIA Titan RTX GPU with 24GB of
memory on a server with Intel (R) Core (TM) i9-10900 CPU
and 128GB of RAM. In addition, all models were trained with
a batch size of 16 and using Noam’s decay scheme [31] applied
to every 500 steps.

3.3. Models hyper-parameters

All the hyper-parameter values presented in this section were
manually adjusted, one at a time for both simple and windowed
holdout approaches. On the other hand, K-fold procedure uses
the same hyper-parameter values as in holdout. For this adjusts,
we used the development set loss.

Regarding CSS, the following hyper-parameters were cho-
sen in both holdout and k-fold evaluation. Adam [32] was used
for experiments 1, 3 and 4, while RAdamc [33] was used in
experiment 2. The initial learning rate were defined as 0.1 for
experiment 1 and 0.001 for the others. Weight decay of 0.01
was used in experiment 1 and 4, while 1e-05 was used for the
others. Mixup α = 1 were used in experiment 2, 3 and 4. Ex-
periment 1 had other parameters adjusted, namely in FC dim
100, dropout rate 0.7, convolutional dilatation 2× 1 and kernel
size 5×1. The remaining experiments use transfer learning and
these hyper-parameters are kept at the default values.

In the windowed holdout approach, we used Adam opti-
mizer for experiment 3 and AdamW optimizer [34] for the oth-
ers. The learning rate was set to 0.01 in experiment 1 and 0.001
for the others. Experiments 1 and 4 had weight decay of 0.0001,
experiment 2 had the value set to 0.001 and experiment 3 used
no weight decay. Mixup α = 0.8, 0.3 and 0.9 where used in
experiments 2, 3 and 4, respectively. Experiment 1 also had its
hyper-parameters tuned with FC dim equal to 75, dropout rate
of 0.7, convolutional dilatation of 2×1 and kernel sizes of 7×1,
5× 1, 3× 1 and 2× 1 for each respectively layer.

Regarding CCS, the following same hyper-parameters were
used for simple holdout and k-fold cross validation approaches.
The choice of optimizers is the same for CSS, except experi-
ment 2, which used AdamW. The initial learning rate were de-
fined 0.01 for experiment 4 and 0.001 for the others. Weight
decays of 0.1, 0.01, 1e-05 and 0 were used for experiments 1
to 4, respectively. Mixup α 0.9, 1.0 and 0.7 were used in ex-
periment 2, 3 and 4. As in the CSS analysis, experiment 1 had
some parameters adjusted, namely, FC dim 125, dropout rate
0.7, convolutional dilatation 2×1 and kernel sizes 2×1, 2×1,
2× 1 and 5× 1.

In the windowed holdout approach, we used Adam opti-
mizer in all experiments. The learning rate was set to 0.01 in
experiment 4 and 0.001 for the others. Experiments 1 and 4
had weight decay of 0.0001, experiment 2 had the value set to
0.001 and experiment 3 used no weight decay. Mixup α of 0.8,
0.3 and 0.9 where used in experiments 2, 3 and 4, respectively.
Experiment 1 also had its hyper-parameters tuned, FC dim 75,
dropout rate 0.7, convolutional dilatation 2× 1 and kernel sizes
7×1, 5×1, 3×1 and 2×1. Weight decays were 0.01, 0.001, 1e-
05 and 0 and experiments 1 to 4, respectively. Mixup α = 0.4,
0.1, 0.4 were used for experiments 2 to 4. Finally, experiment
1 had extra hyper-parameters adjusted was FC dim 75, dropout
rate 0.7, convolutional dilatation 2x1 and as kernel sizes 7× 1,
5× 1, 3× 1 and 2× 1.

4. Results and Discussion
Tables 1 and 2 presents the obtained results for CSS and CCS,
respectively. For each approach, we selected the experiment
with highest development UAR and used it for test evaluation.
We also build two ensembles of ensembles (sum of probabil-
ities), one including all experiments and other with the three
highest development UARs.

Regarding CSS, CNN14 provided consistent results over all
sampling methods for the development set, resulting in UARs
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Table 1: CSS experiments

Exp. Train Devel Test
F1 UAR F1 UAR UAR

Baseline [14] - - - 57.90 72.10
Simple Holdout

SpiraNet 91.50 96.34 70.49 73.57
CNN14 92.61 96.27 74.13 76.94

ResNet-38 95.77 96.81 76.40 78.39 70.30
MobileNet 97.95 99.38 73.80 75.73

Windowed Holdout
SpiraNet 65.83 79.39 49.13 59.28
CNN14 90.32 95.93 76.25 76.08 65.20

ResNet-38 84.56 90.86 72.65 75.00
MobileNet 83.22 89.96 75.26 75.93

Cross K-fold
SpiraNet (84.57) (88.38) (76.43) (81.80)
CNN14 (99.82) (99.90) (87.37) (90.59) 68.90

ResNet-38 (99.65) (99.81) (86.34) (89.75)
MobileNet (92.83) (95.18) (79.06) (83.99)

Heterogeneous Ensambles
Baseline [14] - - - - 71.10

Top three - - - - 69.70
All Models - - - - 69.40

Table 2: CCS experiments

Exp. Train Devel Test
F1 UAR F1 UAR UAR

Baseline [14] - - - 64.7 72.90
Simple Holdout

SpiraNet 57.65 74.83 41.21 62.73
CNN14 91.61 96.97 51.42 69.92 75.90

ResNet-38 85.02 94.18 47.76 68.57
MobileNet 72.04 83.40 43.24 64.75

Windowed Holdout
SpiraNet 64.96 77.77 38.51 60.41
CNN14 57.89 75.31 43.42 65.26

ResNet-38 75.44 86.69 45.76 66.37
MobileNet 59.84 72.57 50.00 67.77 68.90

Cross K-fold
SpiraNet (86.10) (94.29) (55.95) (72.17)
CNN14 (99.79) (99.93) (76.79) (86.60) 69.60

ResNet-38 (99.79) (99.93) (70.75) (82.48)
MobileNet (71.57) (85.21) (64.13) (79.22)

Heterogeneous Ensambles
Baseline [14] - - - - 73.90

Top three - - - - 71.20
All Models - - - - 70.60

superior to 76%. In fact, this model lead to highest UARs
in both windowed holdout and k-fold cross validation. The
best UAR for simple holdout were obtained by the ResNet-38
model.

In [14], the authors reached a maximum UAR of 70.50%
in the development set and this same model reached the second
best result in the test with a UAR of 68.70%. Compared to this
model, our best development model has a development UAR
approximately 8% higher and a test UAR and 2% higher. How-
ever, a baseline with inferior development UAR leaded to the
highest test UAR. Our model is approximately 2% inferior to

this baseline. Additionally, our two heterogeneous ensembles
had a similar result, but both failed to overcome the baseline in
the test set.

The best model of the baseline in the test set was the second
worst considering development set and jumped from 57.90% to
72.10% from one set to the other. This difference of approxi-
mately 14% may indicate that the development set is not a good
representative of the test set. As it is a multi-language dataset,
the unbalance of languages in the validation set can compromise
learning, this information is unclear.

In CCS experiments, CNN14 also showed consistent re-
sults, presenting the highest UARs for simple holdout and k-
fold cross validation sampling approaches and MobileNet pre-
sented the higher development UAR for the windowed sampling
method.

In [14] the authors reached a maximum UAR of 66.40%
in the development set and this same model reached a UAR
of 67.60% in the test. Our best model in development shows
superior results of approximately 3% when compared to the best
model in the baseline development set.

In the test set, our best experiment using the simple hold-
out approach and the CNN14 architecture reached a UAR of
75.90%, which was 2% above the ensemble used as a baseline
in the competition. In addition, we see baselines with superior
performances in the test set compared to the performance in the
development set. In [14], the best model was more than 8% bet-
ter in test than in development. The same occurred with our best
model it was approximately 6% better in test set. Finally, our
two heterogeneous ensembles had results close to each other,
however they did not surpass our best homogeneous ensemble
performance.

The sampling methods showed a tendency to better re-
sults for simple holdout, followed by cross validation and win-
dowed holdout, in this order. Despite cross validation presented
promising results in related work [4], it was not able to surpass
simple-holdout. One hypothesis is that this dataset is smaller to
the one used in [4]. It is noticeable that k-fold was still superior
to windowed holdout even without specific fine tunning as in
the other two approaches.

5. Conclusions and future work
This paper presented a contribution for the CSS and CCS com-
petitions by tackling the challenges using deep learning based
models. Because such methods are data-hungry, in contrast
with the size of the datasets available for the challenge, we
explored both transfer learning and several data augmentation
methods, in attempt to obtain competitive results. In this sense,
we also explored instance sampling methods. Although our
models could not overcome the baseline results for CSS, they
were able to surpass them in CCS by 2%.
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