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Abstract
This work is the first attempt to apply an end-to-end,

deep neural network-based automatic speech recognition (ASR)
pipeline to the Silent Speech Challenge dataset (SSC), which
contains synchronized ultrasound images and lip images cap-
tured when a single speaker read the TIMIT corpus without
uttering audible sounds. In silent speech research using SSC
dataset, established methods in ASR have been utilized with
some modifications to use it in visual speech recognition. In this
work, we tested the SOTA method of ASR on the SSC dataset
using the End-to-End Speech Processing Toolkit, ESPnet. The
experimental results show that this end-to-end method achieved
a character error rate (CER) of 10.1% and a WER of 20.5%
by incorporating SpecAugment, demonstrating the possibility
to further improve the performance with additional data collec-
tion.
Index Terms: silent speech interface, visual speech recogni-
tion, deep learning

1. Introduction
A silent speech interface is a technology that enables us to speak
or use voice interfaces without uttering audible sounds. Since
silent speech does not require vocalization, it can be used in sit-
uations or environments where we cannot speak aloud. It also
provides a new means of communication for people with vo-
cal impairments. The Silent Speech Challenge (SSC) [1] is a
dataset containing synchronized ultrasound images and lip im-
ages captured when a single speaker read the TIMIT corpus
without uttering any sound. Our task is to decode phonemes
and characters from these images and finally estimate the sen-
tences. As test data, it provides 100 sentences of utterances, a
subset of WSJ0 [2] independent of TIMIT.

For the SSC dataset, established methods of automatic
speech recognition (ASR), like GMM-HMM [3] and DNN-
HMM [4], have been introduced with some modifications for
visual speech recognition. The benchmark score is a word
error rate (WER) of 17.4% with GMM-HMM [3] and 6.45%
with DNN-HMM [4], using the 5000 words closed-vocabulary
language model. While an end-to-end model using con-
nectionist temporal classification (CTC)[5] and an attention-
based encoder-decoder network[6] is becoming a state-of-the-
art (SOTA) in ASR, the end-to-end models have not been ap-
plied to the SSC dataset, because the SSC dataset’s training data
contains only 2342 utterances by a single speaker. However, if
we can get some decent results with the current amount of data,
it will give us strong motivation to collect more data and incor-
porate data augmentation methods for the end-to-end solutions.

This work is the first attempt to apply an end-to-end ASR
pipeline to the SSC dataset. We utilize the End-to-End Speech
Processing Toolkit, ESPnet [7], to test the SOTA method of
ASR on the SSC dataset with high reproducibility. The ex-

perimental results show that the end-to-end method achieves a
character error rate (CER) of 10.1% and a WER of 20.5% with
SpecAugment [8], demonstrating the possibilities of its further
improvement with SSC data extension.

2. Silent Speech Challenge Dataset
The SSC dataset contains the 320 × 240 pixels tongue images
and 640 × 480 pixels lip images synchronized at 60 fps. The
training set consists of the images from a single native En-
glish speaker speaking 2342 utterances of the TIMIT corpus
without vocalization. The test set includes 100 utterances from
the WSJ0 5000-word corpus [2] read by the same speaker as
the training set. It also provides features extracted with Dis-
crete Cosine Transform (DCT) and that with deep autoencoder
(DAE) used in the previous studies [3, 4].

3. ESPnet: end-to-end speech processing
toolkit

To build our silent speech recognition system, we introduce the
ASR parts of ESPnet [7], the open-source end-to-end speech
processing toolkit. As shown in Figure 1, we utilize the DCT
and AE features described in Section. 2 as inputs to the net-
work instead of mel-frequency cepstral coefficients (MFCC).
The features are from high sampling rate (60 fps) lip and tongue
motion and thus considered capable of substituting for MFCC.
Our end-to-end method is based on the VoxForge recipe of ES-
Pnet [7], which uses a hybrid CTC / attention based end-to-end
ASR model.

4. Experimental Results
4.1. Data Augmentation

End-to-end approaches usually require a large-scale dataset.
WSJ0, a common linguistic dataset used for end-to-end ASR
model, includes 12720 utterances. On the other hand, the train-
ing set of the SSC consists of only 2342 utterances and this
problem usually leads to a high error rate. Therefore, we ap-
plied SpecAugment [8] to expand our data and thus obtained
a four times larger dataset. This augmentation method imple-
ments prepossessing of time warp, frequency mask and time
mask directly to the features.

4.2. Experimental condition
As the input feature of the network, we used 20 and 30
dimensions DCT features, and 20, 30 and 60 dimensions DAE
features. As described in Section 3, we utilized the hybrid
CTC / attention based end-to-end ASR model. The encoder
had 12 layers with 4–header self-attention jointly attending
to information from different positions. The 1st–layer CTC
and attention decoder shared the encoder and performed joint
decoding by combining both scores in a one-pass beam search
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Figure 1: The workflow of our method for silent speech recognition.

Table 1: Recognition results (CER) with and without SpecAug-
ment

SpecAug Sub (%) Del (%) Ins (%) CER (%)
Yes 4.2 5.9 1.9 10.1
No 8.1 10.5 4.0 18.7

Table 2: Recognition results (CER and WER) of different fea-
tures with SpecAugment

Feature Dimension CER (%) WER (%)
DCT 20 17.1 33.8

30 10.1 20.5
AE 20 19.9 36.3

30 17.0 33.2
60 21.4 42.0

algorithm, where the joint training parameter α was set to 0.3.
We trained the network for 200 epochs and set the learning
rate of Adam optimizer to 20 with a Noam scheduler (25000
warm-up steps). We applied dropout layer (dropout rate
was 0.1) and uniform label smoothing (penalty was 0.1) to
avoid overfitting. In the test step, we used a model averaging
approach that averaged the model parameters of the last
10 epochs for stable performance. For decoding to word-level,
we used WSJ-based train rnnlm pytorch lm word 65000
as the language model, which is available on ESPnet [7] by
default. More detailed experimental conditions are available
at https://github.com/espnet/espnet/blob/
master/egs/timit_ssc/ssr1/conf/tuning/
train_pytorch_transformer.yaml. The evaluation
in this section is based on commit a4b96c9.

4.3. Results and Discussion
Table 1 shows the comparison of recognition results with and
without SpecAugment [8]. The CER with SpecAugment [8]
was almost half of that without the augmentation. Even though
the SSC dataset does not have enough amount of data to fully
make use of an end-to-end model, our experimental results
show that the model achieves promising performance only with
data augmentation. We can expect that collecting more raw data
improves the recognition accuracy further.

Table 2 shows the results on different features prepared by
the SSC dataset. The best result, CER of 10.1%, was obtained
by 30-dimension DCT features. Considering the lack of the
amount of data, this result is quite promising. The Word Error
Rate (WER) was 20.5%, and this is higher than the result of

6.45% from previous research [4]. However, this is actually a
decent result considering that their 5000 words closed vocab-
ulary language model was not available for us and we used a
larger, less task specific 65,000 words language model.

5. Conclusions
In this paper, we reported the first case of applying the end-
to-end deep learninng ASR model to the SSC dataset. Even
though the SSC’s amount of data is too small for the end-to-end
approaches, our experiments using ESPnet yielded promising
results of CER 10.1%, 20.5% only with the data augmentation.
Our results give a strong reason to extend the SSC-formatted
dataset and show the prospects of the end-to-end model ap-
proach.
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