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Abstract

Auscultation is the most common method for the diagnosis of respiratory diseases, although it depends largely on the physician’s ability. In order to alleviate this drawback, in this paper, we present an automatic system capable of distinguishing between different types of lung sounds (neutral, wheeze, crackle) in patient’s respiratory recordings. In particular, the proposed system is based on Long Short Term-Memory (LSTM) networks fed with log-mel spectrograms, on which several improvements have been developed. Firstly, the frequency bands that contain more useful information have been experimentally determined in order to enhance the input acoustic features. Secondly, an Attention Mechanism has been incorporated into the LSTM model in order to emphasize the more relevant audio frames to the task under consideration. Finally, a Mixup data augmentation technique has been adopted in order to mitigate the problem of data imbalance and improve the sensitivity of the system. The proposed methods have been evaluated over the publicly available ICBHI 2017 dataset, achieving good results in comparison to the baseline.
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1. Introduction

Respiratory diseases are one of the most common causes of mortality in the world according to the World Health Organization (WHO) [1] causing millions deaths worldwide [2]. A relevant example of this kind of diseases is COVID-19, new pneumonia emerged in Wuhan, China, in December 2019 [3]. Since its appearance, more than 550 million people have been infected in the world [4] and 6.3 million have died [5].

The auscultation is the most common way to check the respiratory conditions of the patient. Lung sounds can be classified into two groups: normal and abnormal. The two most important abnormal lung sounds are wheezes and crackles. The first ones are continuous high-pitched adventitious sounds that result from obstruction of breathing airway [6]. The second ones are explosive and discontinuous sounds present during inspiratory and expiratory parts of the breathing cycle with a significantly smaller duration compared to the total breathing cycle [7].

However, the auscultation is dependent on the knowledge and skills of the healthcare staff. A study concludes that only 80% of wheezes can be detected correctly [8]. For this reason, it is necessary to research into the development of automatic respiratory sound classification systems to help medical diagnosis.

The architecture of this kind of systems typically consists of a pre-processing and feature extraction stage followed by a classification step that provides the type of breath sound to which the input audio signal belongs. Several acoustic features have been proposed for this task, as, for example, spectrograms [9], wavelet coefficients [10], and Mel-Frequency Cepstral Coefficients (MFCC) [11, 12, 13]. Regarding the classification stage, initial works proposed the use of traditional machine-learning algorithms such as K-Nearest Neighbours [14], Support Vector Machines [14, 15, 16] or Hidden Markov Models [13]. More recently, deep-learning models have been successfully developed for this task. Among the different architectures evaluated, it is worth mentioning ResNet networks with spectrograms and wavelet features as input [17], convolutional neural networks [18], different recurrent neural networks with MFCC features [19] and the combination of recurrent layers with Gammatone spectrograms as input features [20].

One of the main problems with working with medical data is the difficulty of collecting databases with a large number of samples. To address this problem, the ICBHI 2017 database was released [21, 22] at the International Conference on Biomedical Health Informatics (ICBHI) in 2017. Although the database developers established a train-test division to facilitate the comparison between different systems, studies using other 80/20 train-test distributions began to be published. This has led to the loss of its comparative power, what, however, has not prevented the use of this database in subsequent studies.

In this context, in this paper we propose an automatic system based on Long Short-Term Memory (LSTM) networks fed with log-mel spectrograms for classifying lung sounds. Specifically, we have focused on several techniques that improve the baseline system. The proposed techniques have been evaluated over the ICBHI 2017 dataset [21], achieving good results in comparison to the baseline.

This paper is organized as follows. Section 2 gives a description of the database used. Section 3 explains the different steps of the proposed methodology: database preprocessing and feature extraction, LSTM-based classifier, enhancement of the input features, incorporation of the Attention Mechanism and use of Mixup data augmentation techniques. Section 4 gives an account of the experiments carried out together with the main results obtained. Finally, Section 5 describes the final conclusions and some possible lines of research.

2. ICBHI 2017 DATABASE

The experiments have been carried out over the ICBHI 2017 database [21, 22]. It contains 920 audio recordings of lung sounds from 126 patients of different ages and with different respiratory conditions (lower and/or upper respiratory tract infections, pneumonia, asthma, etc.) with a total duration of 5.5
hours. The samples have been taken with four different stethoscopes and in seven different chest locations. It is important to note that ambient noise and conversations are present in the audios to simulate the normal conditions in which an auscultation is performed.

The database has been manually segmented into respiratory cycles yielding 6,898 audio signals labelled into 4 different acoustic classes (normal, wheeze, crackle, and crackle and wheeze). Table 1 contains the number of samples per class. As can be seen, the database is highly imbalanced as class 0 (normal sounds) accounts for more than 50% of the total samples.

<table>
<thead>
<tr>
<th>Class</th>
<th>Label</th>
<th>No. samples</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Normal (N)</td>
<td>3,642</td>
<td>52.8%</td>
</tr>
<tr>
<td>1</td>
<td>Wheeze (W)</td>
<td>886</td>
<td>12.8%</td>
</tr>
<tr>
<td>2</td>
<td>Crackle (C)</td>
<td>1,864</td>
<td>27.0%</td>
</tr>
<tr>
<td>3</td>
<td>Crackle and Wheeze</td>
<td>506</td>
<td>7.4%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6,898</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

The database has been divided into train (4,223 samples), validation (1,386 samples) and test (1,289 samples) sets, which correspond approximately to, respectively, 60%, 20% and 20% of the total samples, in a patient-independent fashion. That is, all the respiratory cycles of a certain patient are included into the same set.

3. Respiratory sound classification system

In this Section, the main components of the proposed lung sound classification system are described.

3.1. Data preprocessing and feature extraction

This stage is composed of the following processes:

3.1.1. Resampling

As the original audios are recorded at different sampling frequencies ranging from 4 KHz to 41.1 KHz, it is necessary to resample them to a common frequency (16 KHz, in this case).

3.1.2. Truncation

The audio files have a variable duration between 0 and 10 s seconds, although only a small number of them have a length greater than 6.25 s. Therefore, in order to reduce the temporal dimension of the input features of the LSTM network, longer audios than 6.25 s are truncated to this length.

3.1.3. Feature extraction

The chosen acoustic features are the log-mel spectrograms that are computed at a frame period of 10 ms using Hamming windows of 20 ms length and a mel-scale filterbank composed of \( n_B = 40 \) triangular filters. Note that, due to the previous truncation process, the maximum number of frames of the resulting log-mel sequences is \( T = 625 \).

3.1.4. Normalization and padding

Log-mel spectrograms are normalized to mean zero and variance one. As the length of the LSTM input sequence is set to the fixed value \( L = 625 \), shorter log-mel sequences than this quantity are padded with dummy values.

As original audios are contaminated with background noise, some preliminary experiments were performed by applying several denoising techniques. However, as results did not improve, this denoising process was finally discarded.

3.2. LSTM-based classifier

The proposed system is based on LSTM networks [23], a kind of Recurrent Neural Network (RNN) capable of modeling temporal sequences, as is our case.

After a preliminary experimentation, the chosen baseline architecture is shown in Figure 1. The input is made up of a 2-dimensional matrix where the first dimension is the number of frames of each sequence (\( T = 625 \)) and the second one is the number of features that corresponds to the number of Mel filters (\( n_B = 40 \)). Next, there is a Masking layer whose function is that the dummy values of the padded sequences not to be used in further computations (see Subsection 3.1). Then, the output of this layer passes through a LSTM layer with 128 cells and a hyperbolic tangent as activation function. Next layer is an Average Pooling (green box) whose function is to compact the LSTM output sequence into an utterance-level representation, by computing its mean along the time dimension. Then, this output is normalized by means of a Batch Normalization layer and passes through a Dense layer with 128 neurons and a dropout of 40% rate that helps prevent overfitting. The process finishes with a Batch Normalization and a Dense layer whose activation function is a softmax and has 4 neurons that corresponds to the number of acoustic categories to classify.

![Architecture of the respiratory sound LSTM-based classification system. The difference between the baseline and the attentional model is that the Average Pooling step in the first one (green box) is replaced by the Attention Mechanism in the second one (blue boxes).](image.png)

3.3. Enhancement of the input features

All components of the log-mel spectrograms are not of equal importance as respiratory sounds present more energy content in certain frequency bands. In addition, we observed that, usually, low frequencies contain more useful information whereas high frequencies are more prone to noise. Figure 2 represents the normalized average log-energy of each of the 40 mel filters for the training audio files. It can be seen that the first 10
filters (corresponding to the band from 0 to 800 Hz) and 20 filters (band from 0 to 1,800 Hz) account for approximately the 60 % and the 85 % of the total energy, respectively. The peak of filter 32 (frequency band around 4,000 Hz) corresponds to noise likely due to the recording equipment or environment.

From these observations, we propose to enhance the input features by manually selecting the range of low frequency filters that concentrates most of the energy, while discarding higher frequency bands.

3.4. Attention Mechanism

Attention is a basic psychological process, whose main function is to select the most relevant stimuli from the environment. Following this idea, the attentional LSTM networks try to emphasize the most relevant LSTM frames for the classification task in hand, whereas diminishing the contribution of the less informative ones. This approach has been successfully used in other automatic learning problems that deal with temporal sequences, as is the case of speech and audio-related tasks [24, 25, 26, 27, 28, 29].

Among the different alternatives for including the attention mechanism into a LSTM framework, in this paper we have adopted the one proposed, among others, by [25] for speech emotion recognition, that is suitable for training in data scarcity conditions. In summary, in contrast to the baseline system where the LSTM output sequence is compacted into an utterance-level representation \( z \), by applying an average pooling operation, here \( z \) is computed following this equation,

\[
z = \sum_{t=1}^{T} \alpha_t y_t
\]  

where \( y_t \) represents the output of the LSTM sequence \( y = [y_1, \ldots, y_T] \) at the time instant \( t \), \( T \) is the length of the sequence and \( \alpha_t \) is the weight corresponding to the \( t \)th LSTM frame. These weights are computed through the following expression,

\[
\alpha_t = \frac{\exp(u^T y_t)}{\sum_{t=1}^{T} \exp(u^T y_t)}
\]  

where \( ^T \) is the transpose operation and \( u \) is the attention parameter which is learnt during the training process. The product between \( u \) and \( y_t \) evaluates the importance of each temporal frame. Subsequently, the weights are normalized by applying a softmax transformation to guarantee that their sum is one.

To implement this method, it is necessary to modify the LSTM network defined in Section 3.2 as shown in Figure 1 where the Attention Mechanism is represented in blue.

3.5. Mixup data augmentation

In order to alleviate the imbalance of the database, we have adopted the Mixup data augmentation technique [30] for increasing the number of samples of the classes other than the majority class (which is class 0, i.e., normal sounds).

In this method, the augmented samples are built through the linear combination of the original examplers of the database. Given two input vectors \((x_i, x_j)\) and their corresponding one-hot encoding labels \((\hat{w}_i, \hat{w}_j)\), the new data is built as follows,

\[
\hat{x} = \lambda x_i + (1 - \lambda) x_j
\]

\[
\hat{w} = \lambda \hat{w}_i + (1 - \lambda) \hat{w}_j
\]  

where \( \lambda \in [0, 1] \). In the original paper, the mix parameter \( \lambda \) is variable as it is sampled from a beta distribution. Nevertheless, it can be kept constant (see Subsection 4.5).

We have applied the Mixup technique in two different ways:

• **Class-Dependent Mixup (CD Mixup)**. This option takes into account the characteristics of each type of respiratory sound as proposed in [17]. This way, the normal class is considered as a kind of background sound on which adventitious lung sounds (wheeze and/or crackles) are superimposed. Therefore, to obtain new samples of classes 1 (wheeze), 2 (crackle) or 3 (crackle and wheeze), the first input vector in Eq. (3) belongs to class 0 (normal), and the second one belongs to the other class.

• **Class-Independent Mixup (CI Mixup)**. In this option, the two input vectors in Eq. (3) are randomly chosen regardless of the class to which they belong.

4. Experiments

In this Section, we describe the results achieved by applying the techniques described in the previous one.

4.1. Evaluation metrics

To evaluate the different methods, we have used the metrics proposed in [21]: sensitivity (Se), specificity (Sp) and score (Score) that are defined in, respectively, Eqs. (5), (6) and (7).

Sensitivity is the ratio between the number of correctly classified samples of crackle (\( C_{\text{correct}} \)) and crackle and wheeze (\( B_{\text{correct}} \)) and the total number of samples of these classes (\( C_{\text{total}}, W_{\text{total}} \) and \( B_{\text{total}} \)).

\[
Se = \frac{C_{\text{correct}} + W_{\text{correct}}}{C_{\text{total}} + W_{\text{total}} + B_{\text{total}}} \tag{5}
\]

Specificity is the ratio between the correctly classified normal samples (\( N_{\text{correct}} \)) and the total number of samples of this class (\( N_{\text{total}} \)).

\[
Sp = \frac{N_{\text{correct}}}{N_{\text{total}}} \tag{6}
\]

Score is the mean of sensitivity and specificity.

\[
Score = \frac{Se + Sp}{2} \tag{7}
\]

All the experiments have been repeated 10 times. Therefore, results shown in next Subsections correspond to the average of the 10 repetitions performed.
4.2. Baseline results

The baseline LSTM model defined in Section 3.2 was trained using the categorical crossentropy as loss function, the Adam optimization algorithm with an initial learning rate of 0.1, a batch size of 128 and a maximum number of epochs of 100. The baseline results achieved with this configuration are the following: $Se = 34.36\%$, $Sp = 76.12\%$ and $Score = 55.24\%$. The poor performance in terms of sensitivity can be explained for the imbalance of the database.

4.3. Results with the enhancement of the input features

Table 2 shows the average results achieved by modifying the number of selected filters in the input log-mel spectrograms. In the case of the Score, the standard deviation is also indicated.

As can be observed, the score increases as the number of selected filters decreases, being the baseline case (40 filters) the worst scenario. This result suggests that low frequencies are more relevant than high ones for the discrimination between different breath sounds.

4.4. Results with the Attention Mechanism

Table 3 includes the results obtained when incorporating the Attention Mechanism to the baseline LSTM system. As can be seen, regardless of the number of filters of the input features, the use of attentional networks improves the final score as the specificity increases drastically. However, the sensitivity decreases, which is a negative effect. Again, best results are obtained when considering the 10 first filters of the input vectors.

4.5. Results with the Mixup data augmentation

In the CD Mixup method, we tried to equalize the number of samples of all classes, while keeping unmodified the samples of class 0, obtaining an augmented training set of 8,577 examples. For a fair comparison, the training size set in the CI Mixup method was set to the same value.

Table 4 shows the results achieved by the two mixup methods when the mix parameter is either variable ($\lambda = \text{Var.}$) or set to a fixed value ($\lambda = 0.25$). These experiments correspond to the best previous system (10 filters and Attention Mechanism) whose metrics are also included for a better comparison.

As can be seen, both mixup methods improve the results of the system without data augmentation, although the differences are more noticeable for CI Mixup. A possible reason is that in the CD Mixup method, all the augmented data use samples of the majority class, increasing indirectly the presence of class 0 examples in the training set.

Finally, when comparing to the baseline system (see Subsection 4.2), this configuration improves the sensitivity by 10.35 %, the specificity by 9.32 % and the score by 9.84 % absolute.

5. Conclusions and future lines

In this paper, we have proposed an automatic system capable of classifying respiratory sounds into four different classes (normal, wheeze, crackle, and crackle and wheeze) that is based on Long Short-Term-Memory (LSTM) networks with log-mel spectrograms as input features. We have focused our research on three different issues: the enhancement of the input features by means of the empirical selection of the frequency bands containing more useful information for the task at hand; the incorporation of an Attention Mechanism into the LSTM model to modulate the contribution of each audio frame; and the use of a Mixup data augmentation technique to alleviate the problem of data imbalance and improve the sensitivity of the system. The different methods have been evaluated over the publicly available ICBHI 2017 dataset. Experiments have shown that with the use of the 10 first filters of the log-mel spectrograms, the attentional LSTM networks and the CI Mixup method with a fixed mix parameter, best results are obtained, improving the sensitivity by 10.35 %, the specificity by 9.32 % and the score by 9.84 % absolute with respect to the baseline system.

For future work, we plan to extend our research in three directions: to analyze automatic methods for the selection of the frequency bands more suitable for the discrimination of lung sounds, to analyze the relationship between the emphasized frames by the Attention Mechanism and some acoustic properties of the respiratory sounds, and to study the use of alternative data augmentation techniques.
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