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Abstract

ReSSInt is a project funded by the Spanish Ministry of Science and Innovation aiming at investigating the use of Silent speech interfaces (SSIs) for restoring communication to individuals who have been deprived of the ability to speak. These interfaces capture non-auditory biosignals generated during the speech production process and use them to predict the intended message. In the project two different biosignals are being investigated: electromyography (EMG) signals representing electrical activity driving the facial muscles and intracranial electroencephalography (iEEG) neural signals captured by means of invasive electrodes implanted on the brain. From the whole spectrum of speech disorders which may affect a person’s voice, ReSSInt will address two particular conditions: (i) voice loss after total laryngectomy and (ii) neurodegenerative diseases and other traumatic injuries which may leave an individual paralyzed and, eventually, unable to speak. In this paper we describe the current status of the project as well as the problems and difficulties encountered in its development.

Index Terms: Silent speech interfaces, Brain-computer interfaces, EMG to speech, EEG, speech synthesis, voice conversion, deep neural networks.

1. Introduction

Speech is one of the most unique skills of human beings and our primary means of communication. This is the reason why speech and language disorders have a major impact on the quality of life of people who suffer them, affecting not only their daily communication, but having also important economic consequences for them.

In an attempt to help these people, this coordinated project aims to develop revolutionary assistive technology to restore them the ability to communicate again. In particular, we will develop novel signal processing algorithms to decode speech from non-audible, speech-related biosignals generated by the human body during speech production [1, 2]. To this end, we will record the following biosignals from two target groups:

- **Subproject 1 (SP1)**, lead by the University of the Basque Country, will focus on total-laryngectomy patients, who have lost their voice after having the larynx removed as a treatment for throat cancer, but still retain the control over most of their upper vocal track, including jaw, lips and tongue. For this group, the electrical activity driving the facial muscles will be captured using EMG [3].
- **Subproject 2 (SP2)**, lead by the University of Granada, will focus on patients with neurodegenerative diseases or brain damage that have their speech affected. For many of these individuals, the only means of communication is through limited eye movements and blinking; however, for those with complete paralysis but intact cognitive skills, even this type of communication may not even be possible. For this patient group, we will record brain activity using either non-invasive electroencephalography (EEG) or iEEG in order to explore the feasibility to decode speech from brain activity.

With these target groups in mind, the objectives of this coordinated project are as follows:

1. Firstly, we will record a database with time-synchronous recordings of EMG and speech (SP1) or iEEG and speech (SP2).
2. Using the datasets resulting from the previous objective, we will develop high-quality baseline systems for the synthesis of speech from either EMG (SP1) or iEEG (SP2) using state-of-the-art generative deep techniques.
3. While the previous objective deals with the training of deep neural networks (DNNs) when parallel data is available, this third objective will deal with the problem of training such techniques when there is no parallel data. For instance, when it is not possible to record the audio from the participants because they suffer an speech impediment. To address this problem, we will explore different alternative solutions, including the use of temporal alignment algorithms [4, 5] or state of the art non-parallel training algorithms for DNNs such as [6].
4. Finally, SP1 will also explore the viability of real-time EMG-to-speech conversion. If this is possible, it would clear the path for a radically new solution for speaking after a laryngectomy.

In the rest of the paper, we report the progress so far in this project, focusing on the acquired data but also including the obstacles we have found and the risk mitigation mechanism we have adopted.

2. EMG reference systems

One of the goals of this project is to develop a baseline EMG to Speech system using SoA technology which could serve as reference for future developments. With this goal in mind, a set of conversion experiments using a established methodology were performed using the available EMG databases, namely the freely available trial subset of the EMG-UKA parallel EMG-Speech corpus [7] and the CSL-EMG-Array [8]. However our attempts to obtain intelligible speech from those databases were
not successful. In fact, the literature usually reports on objective distortion and intelligibility measures such as mel cepstral distortion (MCD) or STOI [9, 10] and rarely reports on the results of human transcription tasks. One of this rare case is the work of D. Gaddy who obtained a 32.3% WER for speech generated from 19 hours of EMG data from a single speaker [11].

On the other hand, the use of an array of sensors such as the one used to obtain the CSL-EMG-Array is discouraged in [12]. This kind of sensors was also tested in our laboratory and we were not able to obtain good quality EMG signals. As a consequence of that, we turned our investigations to the use of individual sensors as in [7] and many others [13, 14]. Additionally, concentric bipolar electrodes were also tested, but although they are more compact, use less space and are easier to manage, they also provided lower quality EMG signals and performed worst in our classification experiments.

Finally, the experiments oriented towards performing recognition (continuous recognition or isolated commands recognition tasks) seem to be more successful in the literature (see for example [15, 16, 17]).

All these facts led us to the following design decisions:

• Beside sentences, we decided to include phones (VCV combinations) in our corpora as well as isolated words to widen the range of possible future experiments.
• We designed and performed a set of phone classification experiments, aimed at validating our database recording setup and methodology. The main results of these experiments are described in [18].
• Speech conversion experiments are being conducted presently using our own data and using modern Deep network architectures.
• Continuous speech recognition experiments are also going to be performed.
• Due to the low expected performance of the EMG-based conversion system, we added video recordings of the face of the participants. We think that adding this modality can help in the future to improve the results.

3. Recording setup

The acquisition of data was a key Work package (WP) of the project and has been the main developed task during the first half of the project. The first step was to define and establish the recording protocols in order to obtain the positive reports from the Ethics Committees. In this section we describe these recording protocols and procedures.

3.1. Setting up EMG acquisition

In SP1, we are recording EMG signals using a set of 8 channels, each targeting a different muscle. This setup was chosen after performing a set of phone classification experiments varying the total number of electrodes and electrode locations. EMG-s signals are sampled at 2048 Hz and captured by a Quattro-centro bio-electrical amplifier. Speech signals are recorded with a Neumann TLM103 (diaphragm) microphone using a sampling frequency of 16 kHz.

Simultaneously, video recordings are being captured using an Intel Realsense D415 depth camera with a framerate of 33fps. This camera records color images that have been acquired with a 1280 x 720 pixel resolution using 24 bits per pixel and depth images that have been obtained with a 640 x 480 pixel resolution using 16 bits per pixel.

3.2. Setting up iEEG acquisition

In SP2, we are recording iEEG and audio signals from patients with implanted EEG electrodes while they perform a series of language production and understanding tasks, as described in more detail in [19]. Patients are recruited from those admitted to the Epilepsy Surgery Unit of the “Hospital Virgen de las Nieves” in Granada, Spain. These are patients suffering drug-resistant epilepsy who have intracranial EEG electrodes implanted to determine the epileptogenic zone, that is, the area of the brain generating the epileptic seizures. Thus, the electrode placement is based solely on clinical needs for diagnostic purpose.

Either electrocorticography (ECoG) or stereotactic electroencephalography (sEEG) is used to capture brain activity from the patients. The choice between one technology or the other is based on clinical needs only. ECoG [20] uses electrode strips placed directly on the exposed surface of the brain to record activity in the cortical surface. SEEG [21], on the other hand, utilizes localized deep electrodes with the advantage that brain activity from inner regions can be monitored. Although scalp EEG was also recorded using 64 shielded Ag/AgCl electrodes, we did not process these data further because of the poor signal quality resulting from the placement of postoperative bandages on the scalp.

The recording setup used in this subproject to record simultaneously audio and iEEG signals is shown in Fig. 2. Neural data was recorded using a Natus Quantum amplifier with 256 channels (Natus Medical Inc., Middleton, USA) and streamed.
via TCP/IP to a clinical PC for storage and clinical inspection. Recordings were continuously digitized at a sampling rate of 1024 Hz. Speech from the patients was recorded using a cardioid microphone at 44.1 kHz and stored on a Dell Inspiron 15" laptop where participants performed the experimental tasks. Both streams were synchronized by synchronization triggers send from the laptop to the Natus amplifier. Lab streaming layer (LSL) [22] was used in the laptop to synchronize audio signals used to capture brain activity during the language tasks. In total, approximately 9 hours of data have been recorded so far for all patients.

As described in more detail in [19], the following tasks were designed to evaluate the cognitive processes underlying language production at the neural level:

**VCV pseudowords:** Participants have to read aloud or imagine speaking, but without actually speaking, a list of 50 vowel-consonant-vowel pseudowords, such as APA, UJU, EME, etc. The list of 50 VCVs was created by combining the 5 vowels in consonant-vowel pseudowords, such as APA, UJU, EME, etc.

**Sentences:** In this task, the patients have to read aloud a set of 100 sentences extracted from the AhoSLABI corpus [25]. This corpus contains 100 phonetically balanced sentences encompassing all the phonemes in Castillian Spanish with 10 consonants.

**Picture naming:** Participants have to name aloud a set of 30 images extracted from the phase II of the bank of standardized stimuli (BOSS) image dataset [26]. Five images from 6 semantic categories (body parts, animals, food, clothes, kitchen items and utensil and musical instruments) were used for this task.

4. Databases

4.1. ReSSint database: EMG and Video

The designed text corpus being used in the recordings contains different recording tasks:

**VCV pseudowords:** nonsense words including VCV structures (a total of 110 combinations).

**Isolated words:** 100 isolated words, intended for limited vocabulary experiments.

**Sentences:** 1300 sentences, 700 from the Sharvard corpus [23] and 600 from Ahosyn [24]. These sentences are organized in one subset with 100 sentences, and 4 subsets of 300 sentences each.

Most sessions include recordings from the nonsense words set, the 100 isolated words set and the subset of 100 sentences. The rest of the session varies mainly in the used subset of sentences.

All items in the corpus can be produced in two main modes: audible, where the audio signal is produced and recorded; and silent, where the participant articulates the presented item, but no audio is produced. In silent mode, the participants are previously trained and asked to articulate clearly.

A total of 8 speakers are planned for recording, two of them laryngectomees. The laryngectomees will only record in silent mode. Not all speakers will be recording the same amount of sessions: 2 speakers will be recording a total of 8 recording sessions, 4 speakers will record a total of 4 sessions, and finally the laryngectomees are planned to record a total of two sessions. Table 1 shows the present status of the performed recordings.

A full detailed description of the contents and modes of each session for each speaker is out of the scope of this paper and will be done once all the recordings are finished.

Table 1: Basic information about the status of the EMG recordings.

<table>
<thead>
<tr>
<th>Id.</th>
<th>Gender</th>
<th>Age</th>
<th>Recorded Sessions</th>
<th>Recorded Audio Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>M</td>
<td>29</td>
<td>5</td>
<td>1:39:58</td>
</tr>
<tr>
<td>S02</td>
<td>F</td>
<td>29</td>
<td>8</td>
<td>3:08:47</td>
</tr>
<tr>
<td>S03</td>
<td>M</td>
<td>51</td>
<td>2</td>
<td>1:00:02</td>
</tr>
<tr>
<td>S04</td>
<td>F</td>
<td>46</td>
<td>3</td>
<td>1:09:26</td>
</tr>
<tr>
<td>S05</td>
<td>M</td>
<td>45</td>
<td>1</td>
<td>0:29:40</td>
</tr>
<tr>
<td>S06</td>
<td>F</td>
<td>61</td>
<td>6</td>
<td>1:25:13</td>
</tr>
</tbody>
</table>

Table 2: Basic demographic information, details of the tasks performed by each patient and the type of invasive EEG electrodes used to capture brain activity.

<table>
<thead>
<tr>
<th>Id.</th>
<th>Gender</th>
<th>Age</th>
<th>iEEG electrodes</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>F</td>
<td>27</td>
<td>sEEG</td>
<td>VCV</td>
</tr>
<tr>
<td>S02</td>
<td>M</td>
<td>24</td>
<td>sEEG</td>
<td>Sentences</td>
</tr>
<tr>
<td>S03</td>
<td>M</td>
<td>30</td>
<td>sEEG</td>
<td>Sentences</td>
</tr>
<tr>
<td>S04</td>
<td>M</td>
<td>20</td>
<td>sEEG</td>
<td>Sentences</td>
</tr>
<tr>
<td>S05</td>
<td>F</td>
<td>48</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
<tr>
<td>S06</td>
<td>M</td>
<td>54</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
<tr>
<td>S07</td>
<td>F</td>
<td>36</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
<tr>
<td>S08</td>
<td>F</td>
<td>41</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
<tr>
<td>S09</td>
<td>F</td>
<td>52</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
<tr>
<td>S10</td>
<td>F</td>
<td>46</td>
<td>sEEG</td>
<td>VCV, Picture naming</td>
</tr>
</tbody>
</table>
5. Dissemination to society
The main scientific goals of this project aim at improving the life of people with communication disabilities. Dissemination to society of the used technology, the possibilities it offers but also its present limitations is important. A well-informed society is able to take decisions about complex problems that can sometimes affect its own health and welfare. We describe here some of the dissemination activities where we have participated in order to make our knowledge accessible to the whole society.

Most of the activities have been organized by the university, faculty or department:

- we took part on the activity "The secrets of telecommunications" organized in the context of the "European researchers night" [27]. The target audience were young students of secondary (11-15 years old students).
- we presented our project in the "Open doors event" [28] organized by the Faculty of Engineering of Bilbao, where the target audience are students of last year of high school (16-17 years old students).
- we presented a poster of the project in the "XXI Semana de la Ciencia, la tecnología y la innovación" organized by the UPV/EHU (5-7 November 2022).
- we presented the project in the event "Mas mujeres en Tecnologías de Telecomunicación" [29]. The target audience were teachers and those responsible for the guidance of secondary students.
- we gave two talks in the form of interviews in the "Jornadas Internacionales de Comunicación Aumentativa y Alternativa asistida por Tecnología" [30, 31].
- we presented the project to "HiTZ Basque Center for Language Technology" [32].
- we participated in the initiative "rE-gA LA tu voz" together with the company Irisbond [33].

6. Conclusions
In this paper we have described the current state of the project ReSSInt, a coordinated project funded by the Ministry of Science and Innovation, which is being executed from July 2020 till June 2023. The project involves two research groups located in Spain (at the University of the Basque Country UPV/EHU and the University of Granada) in collaboration with expert researchers from other countries.

ReSSInt is an interdisciplinary project whose aim is to deliver real societal impact by developing assistive technology to restore communication to people who have lost the ability to speak. To achieve this challenging goal, the project makes use of cutting-edge sensors and deep learning techniques in order to decode speech from either EMG or iEEG signals captured from the potential users of this technology.

The beginning of the project was greatly affected by COVID-19 and some of the tasks corresponding to the first year were delayed, mainly those related to participant recruitment. Thus, the main results of the project until now mostly consist in the compiled resources and databases, while the algorithmic part is still under active development. With these databases in place and the know-how of both groups in speech technology, we expect the objectives of the project to start being full-filled in the near future.

Updated information about this project can be found at http://aholab.ehu.eus/ressint.
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