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ABSTRACT

Recently context-dependent phone units, such as tri-
phones, have been used to model subword units in speech
recognition based on Hidden Markov Models (HMMs).
While most such methods employ clustering of the
HMM parameters(e.g., subword clustering, state cluster-
ing, etc.), to control HMM size so as to avoid poor recogni-
tion accuracy due to an insu�ciency of training data, none
of them provide any e�ective criterion for the optimal de-
gree of clustering that should be performed. This paper
proposes a method in which state clustering is accom-
plished by way of phonetic decision trees and in which the
MDL criterion is used to optimize the degree of cluster-
ing. Large-vocabulary Japanese recognition experiments
show that the models obtained by this method achieved
the highest accuracy among the models of various sizes
obtained with conventional clustering approaches.

1. INTRODUCTION

Over the past few years, extensive studies have been car-
ried out on speaker-independent speech recognition us-
ing continuous density Hidden Markov Models (HMMs).
It is well known that in most such systems, the use of
context-dependent(CD) phone models instead of context-
independent(CI) phone models(monophones), improves
recognition accuracy[1-7].
Since the number of CD models is usually much larger

than that of CI models, using CD models better captures
variations in speech data. However, the amount of avail-
able training data is likely to be insu�cient to support
the use of such a large number of CD models. It is often
impractical to prepare such a large amount of data. Fur-
thermore, the frequency with which a CD phone appears
in training data usually di�ers substantially in the set of
CD phones; in most case, the frequencies for some CD
phones are so small that those CD phones do not appear
in training data even if a large amount of data is pro-
vided. This data insu�ciency often causes serious degra-
dation in speech recognition performance. Most recogni-
tion systems using CD models employ clustering of model
parameters to try to alleviate part of the problem.
Various clustering methods have been developed for this

purpose. First, there are several choices for the units to
which clustering is carried out; K.F. Lee et al.[1], for ex-
ample, use subword clustering, Hwang et al.[2] use state
clustering, and Digalakis et al.[3] cluster the mixture com-
ponents of the HMMs with Gaussian-mixture state ob-
servation densities. Second, there are several methods
to select the acoustically-similar units to be clustered.
Some methods use only the acoustic characteristics of the
data and the merging of the units are carried out in a
bottom-up manner[4, 2, 3]. The other methods, in addi-
tion, utilize a priori knowledge about acoustic similarities
between the units, which are mostly represented by deci-
sion trees[1, 5, 6, 7]. In most of the latter methods, split-

ting of the units of CI models is carried out in a top-down
manner, instead of merging the units of CD models.
In these clustering methods, it is important to prop-

erly measure the acoustic similarities between the units
utilizing training data, in order to select the units to
be clustered. One of the most successful approach
is the approach based on the maximum-likelihood(ML)
criterion(e.g.,[7]). In the following, for simplicity,
the splitting method(top-down clustering) is explained,
though the similar explanation is also applicable to the
merging method(bottom-up clustering). In this approach,
the increase of the likelihood by splitting is calculated for
each unit in the unit set, and the unit that has the largest
increase is selected and split.
However, this ML approach has one drawback. In most

case, the likelihood becomes larger as the number of units
becomes larger. In the �nal stage of the splitting, the
model set becomes almost identical to the set of CD mod-
els without clustering. Therefore, this approach requires
an external parameter to control the degree of clustering.
Most methods limit splitting using a threshold on the in-
crease in the likelihood or on the number of units. These
thresholds needs to be optimized through a series of recog-
nition experiments using test data or by a cross-validation
method. These optimization processes are computation-
ally expensive, need more data, and have no strong theo-
retical justi�cation.
In this paper we propose a new approach in which

a minimum description length(MDL) criterion, instead
of the ML criterion, is used for clustering. The MDL
approach[9] is based on an information theoretic criterion,
which has been used for selecting the probabilistic model
with an appropriate complexity for the given amount of
data. This MDL criterion is e�ective not only for select-
ing the units to be split, but also for deciding whether to
stop splitting. Therefore, no other external parameter is
needed to control the degree of clustering. We apply this
criterion to state splitting using phonetic decision tree.

2. MDL CRITERION

MDL[9] is an information criterion which has been proven
to be e�ective in selecting the optimal model from among
various probabilistic models. The MDL criterion selects
the model with the minimum description length for the
given data as the optimal model from among a set of mod-
els. When a set of models f1; : : : ; i; : : : ; Ig is given, the de-
scription length, li(x

N), of the data, fxN = x1; : : : ; xNg,
together with an underlying model i is given by,

l(i) = � log P�̂(i)(x
N ) +

�i

2
logN + log I (1)

where �i is the dimensionality (the number of free param-

eters) of model i, and �̂(i) is the maximum likelihood es-

timates for the parameters �(i) = (�(i)1 ; : : : ; �
(i)
�i ) of model

i. The �rst term in (1) is the code length for the data xN

when model i is used as a probabilistic model. This term
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Figure 1. Phonetic decision tree

is identical to the negative of the log likelihood of the data
used in the ML criterion. The second term is the encoding
length for model i. This term represents for the complex-
ity of model i. The third term is usually referred to as the
code length required for choosing model i and is assumed
to be constant in this paper. As a model becomes more
complex, the value of the �rst term decreases and that
of the second term increases. The second term works as
a penalty imposed for adapting a large model size. The
description length l has its minimum at a model of an
appropriate complexity. As one can see in (1), the MDL
criterion does not need any externally given parameters;
the optimal model for the data is automatically obtained
once a set of models is speci�ed.
When complex models such as those used in speech

recognition are used, it is often impractical to calculate
the description length for all the possible models, be-
cause it requires high computational costs. In our method,
therefore, several assumption and approximations are in-
troduced to reduce the computational costs. They are
explained in Section 4.

3. TREE-BASED STATE CLUSTERING

In this section, the outline of the proposed method is
shown.
For modeling CD phone units, we use triphones[8], in

which the left and the right neighboring phones are taken
into consideration; two phones that have the same CI
identity but with di�erent right or left context are con-
sidered di�erent triphones. Each triphone model is a left-
to-right HMM with a Gaussian output probability density
function (pdf) for which a diagonal covariance is assumed.
All HMMs of triphones derived from the same CI phone
assumed to have the same number of states.
As a clustering scheme, we employ the state splitting by

way of phonetic decision trees[7]. It clusters the triphone
states with similar phonetic contexts into one state. One
phonetic decision tree is constructed for each state of each
CI phone HMM(Figure 1). Each root node of the tree
represents a set of all the triphone states corresponding
to the CI phone state, and each other node represents one
subset of the triphone states. From the top to the bottom,
each node is split into two nodes using a question related
to phonetic contexts. The examples of the questions are
\Is the previous phone unvoiced or not ?" (L-unvoiced
?), and \Is the next phone a fricative ?" (R-fricative ?).
In each splitting, one question is selected from among a
set of questions, which is prepared beforehand. The MDL
criterion is used for the selection of the optimal question
and for the decision whether to stop splitting. Finally,
when there exist no nodes to be split, the pdf parameters
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Figure 2. A model (node set) in the decision tree

of each leaf node is copied to the pdf parameters of the
triphone states in the corresponding subset and used for
recognition.

4. STATE SPLITTING USING MDL
CRITERION

In this section, we shall discuss how the MDL criterion
used in state splitting. Here a model is de�ned as a node
set in a phonetic decision tree. The description length for
each model is calculated and the model with the minimum
description length is selected from among various models.
To reduce the computational cost, we assume that the
splitting does not change the frame/state alignment be-
tween the data and the model, and that the transition
probabilities of HMMs can be neglected. In the following
two subsections, how to calculate the description length
for a model and how to get the optimal model e�ciently
are discussed respectively.

4.1. Calculation of Description Length

When a state S0 of a phone HMM is split into M nodes,
S1; : : : ; SM , as shown in Figure 2, the description length
l(U) of the model, U = fS1; : : : ; SMg, is calculated as
follows. First, the log likelihood L of node Sm generating
a set of training frames, o1; : : : ;oT , is approximately given
by,

L(Sm) �

TX

t=1

log(N(ot; �Sm ;�Sm))
t(Sm)

= �
1

2
(log((2�)K j �Sm j) +K)�(Sm); (2)


t(Sm) =
�t(Sm)�t(Sm)P
s
�t(Sm)�t(Sm)

; (3)

�(Sm) =

TX

t=1


t(Sm); (4)

where K is the dimensionality of the data vector ot,

t(Sm) is the a posteriori probability of the observed
frame ot being generated by state Sm, and �(Sm) is a
total state occupancy count for Sm, which is the sum of

t(Sm) over all the data frames. The forward probability
�t(Sm), the backward probability �t(Sm), the mean vec-
tor �Sm , and the covariance matrix �Sm are calculated
from the training data. Then, the description length l(U)
in (1) is given by,

l(U) � �
1

2

MX

m=1

L(Sm) +KM log

MX

m=1

�(Sm)

=
1

2

MX

m=1

�(Sm) log(j �(Sm) j)

+KM log V; (5)

V =

MX

m=1

�(Sm) = �(S0); (6)



where the constant terms during the node-splitting pro-
cess are neglected, and the dimensionality of the model U
is 2KM ( M mean vectors and M diagonal covariances).

4.2. Model Selection

In order to get the optimal model, the calculation of the
description length for all the possible model is required.
However, it is practically impossible because it needs high
computational costs. Therefore, we use an algorithm that
needs relatively small computational costs and achieves a
suboptimal solution.
Let �q(S) be the di�erence between the description

length l before splitting and after splitting when node S
is split into two by using question q. It is given by the
following equation:

�q(S) =
1

2
(�(Sqy) log j �Sqy j +�(Sqn) log j �Sqn j

��(S) log j �S j) +K log V; (7)

where Sqy and Sqn is the resulting two nodes after the
splitting. First, one state S0 of a CI phone HMM is set
to be the root node. Then the root node is split by each
question, and the question q0 which minimize �q(S0) is
selected. If �q0(S0) > 0, then quit splitting. If �q0 (S0) <
0, node S0 is split into two nodes, Sq0y and Sq0n, and the
same procedure is repeated for each of these two nodes.
This node splitting is recursively carried out until there
exist no nodes to be split. This procedure is done for all
the states of all the CI phone HMMs.

Compare this MDL approach with the ML approach[7],
which is described as follows. Let �q(S) be the increase of
the log likelihood when node S is split into two by using
question q, then,

�q(S) = L(Sqy) + L(Sqn)� L(S)

= �
1

2
(�(Sqy) log j �Sqy j +�(Sqn) log j �Sqn j

��(S) log j �S j ): (8)

First, the question q0 which maximize �q is chosen from
among the questions, and then S is split into two nodes
Sq0y and Sq0n. This splitting process is recursively carried
out. In this ML approach, the splitting process must be
stopped by some externally given parameters to control
the degree of clustering, since the increase �q is positive
in almost all the splitting. Most methods use a threshold
on the total occupancy count �(S) and/or a threshold on
the increase �q(S) as the control parameters. However,
the optimization of these parameters requires a series of
recognition experiments, which are computationally ex-
pensive, need more data, and have no strong theoretical
justi�cation. On the contrary, the MDL approach needs
no external control parameters; the term KlogV in (7)
corresponds to the threshold on the increase � in (8), and
this term is estimated automatically by using the training
data.

5. EXPERIMENTS

The proposed method was evaluated by a task of recog-
nizing Japanese 5000 words. Every utterance was digi-
tized at a 16 kHz sampling rate, and analyzed in 10 msec
frame periods. The feature used was a vector of 21 com-
ponents, consisting of a power derivative, 10 mel-scaled
cepstral coe�cients, and 10 corresponding mel-scaled cep-
stral time derivatives. The number of Japanese CI phones
was set to be 37, and the number of the triphones derived
from these phones was 4309. The number of states in
each phone HMM was four. A Gaussian output pdf with
a diagonal covariance was assumed for each state. The
number of questions used in the node splitting was 106.
Two databases, Data A and Data B, were prepared for

Table 1. Comparison between MDL and ML

D V # of Recog.
state rate(%)

MDL { { 2069 80.4

ML 1 60 0 3739 75.4
ML 2 100 0 3000 76.4
ML 3 200 0 2001 76.7
ML 4 300 0 1943 75.4
ML 5 400 0 1200 73.4
ML 6 500 0 1018 71.9
ML 7 1000 0 591 66.6
ML 8 60 200 2777 76.2
ML 9 60 400 2034 77.0
ML 10 60 600 1488 77.8
ML 11 60 800 1248 77.9
ML 12 60 1000 751 77.4

training. Data A consists of data of 46 male speakers,
in which each speaker uttered 250 phonetically-balanced
words. Data B consists of data of 36 male speakers in
which each speaker uttered 2150 phonetically-balanced
words. For testing, the speech data of �ve male speakers,
who were not involved in either Data A or Data B, was
used. Each of these test speakers uttered 250 words. All
the word in the test data are not included in the training
vocabulary.
First, the e�ectiveness of the proposed method was

evaluated. Table 1 compares the recognition results ob-
tained from the proposed method(MDL, displaying the
average of the 5 speakers) with those obtained in the ML
approach when Data A was used for training. In the ex-
periments using ML approach, two thresholds, D and V ,
were externally given; D for the amount of data was and
V for the increase of likelihood. Among the questions
with which the state occupancy counts of the resulting
two nodes, �(Sqy) and �(Sqn), were both more than D,
the question q0 which maximized �q was chosen. If �q0
was larger than V , state S was split. The experiments
using the ML approach were carried out for twelve com-
bination of these two thresholds(ML 1{12). As shown in
Table 1, the proposed method achieved higher recogni-
tion accuracy than any results of the experiments using
the ML approach. Although the number of the experi-
ments using the ML approach was small, it is clear that
the proposed method is e�ective in choosing the model
with an appropriate size for the amount of training data.
The computational cost required for the proposed method
is almost the same as each of the experiments using the
ML approach. This results indicates that the proposed
method in most case needs a much less computational
cost than that for the ML approach to get the optimal
model for the training data. Table 2 shows the frequency
of the questions used in the proposed method. Here, \L-
begin" corresponds to a question, \Is the phone located
at the beginning of a word ?".
Next, how the model size changes as the amount of data

increases was examined. Table 3 shows the results when
Data B, which is seven times larger than Data A, was
used for training. The increase of the number of states
indicated that the control of model size worked well.
Then, the optimality of the model size control was in-

vestigated using Data B. For this purpose, a weight coef-
�cient c was added to the second term in (1), as shown in
the following:

l
0(U) =

1

2

MX

m=1

�(Sm) log(j �(Sm) j)

+cKM log �(S0): (9)



Table 2. Distributions of questions asked
vowel consonant

L-coronal 67 L-begin 130
L-dorsal 55 L-back 69
L-begin 40 R-a 63
R-coronal 39 R-high 62
L-h 35 L-high 60
L-back 34 L-a 53
L-sonorant 33 L-front 45
R-dorsal 31 R-e 34
L-unvoiced 27 R-back 32
L-n 27 L-e 30
L-fricative 27 L-consonant 28
TOTAL 1110 TOTAL 822

Table 3. Recognition rate (%) using Data A and
Data B

Training Set Data A Data B

# of nodes 2069 6223
Rec. rate 80.4 86.0

As c becomes large, the penalty for large model size be-
comes large. The results when c was changed from 0.1 to
10.0 are shown in Table 4. The optimal value of c was 2.0,
but the recognition rate of c = 2:0 was only 0.7% higher
than that of c = 1, in which (9) is identical with (1). One
can safely state that the model selected by the MDL cri-
terion works well compared to the models tested in Table
4.
Finally, the recognition performance using mixture-

Gaussian output pdf was examined using Data B. In this
experiment, the number of Gaussian of each state was
increased to two, and the model was re-trained using the
same training data. The result was shown in Table 5. The
error rates was decreased by 21.0% on average. This re-
sult indicates that some of the models constructed using
the MDL criterion can be split by using some other con-
texts; i.e., the set of questions prepared beforehand was
not su�cient to get the optimal model for recognition.

6. DISCUSSION

This is our �rst attempt to optimize the model size with-
out any externally given parameters and there remain sev-
eral problems to be solved. First, some approximation
and assumptions are made in the proposed method, and
they may a�ect the performance of model size control.
Although the e�ectiveness of the proposed method jus-
ti�es the use of them, it should be further examined as
how they in
uence the model size control. Second, the
\true model" may not be involved in the set of models
provided beforehand. In this case, the selected model by
the MDL criterion is not the optimal model. This holds
true not only for the proposed method, but also for all
the model selection strategies using the MDL criterion in
general. Further theoretical research is needed for this
problem. Third, the minimization of description length
dose not imply the minimization of the recognition error.
The conventional ML approach has the same problem; the
maximization of the likelihood does not mean the mini-
mization of the recognition error. The MDL criterion has
an advantage over the ML criterion in that it has an ef-
fective penalty term for model complexity control based
on a good theoretical support.
There are also some other criteria developed for model

size control. One of those is the widely known Akaike In-
formation Criterion(AIC)[10]. In AIC, the second term in
(1) is replaced by �i=2. The comparison between MDL
and AIC is not carried out in this paper since the di�er-

Table 4. Recognition rate(%) as a function of co-
e�cient c

c 0.1 0.5 1.0 2.0 4.0 10.0

# of nodes 13927 9798 6223 3949 2418 1341
Rec. rate 85.4 85.9 86.0 86.7 85.9 84.1

Table 5. Recognition rate(%) with mixture-
Gaussian output pdf

1 Gauss 2 Gauss

86.0 89.0

ence between them seems small, and thus the performance
of these two is expected to be similar.

7. CONCLUSION

A training method for acoustic modeling that generates
the HMMs with appropriate model size is proposed. It
achieved as high recognition accuracy as the conventional
approach with a large reduction of the overall computa-
tional costs in our evaluation experiments.
The MDL criterion can be applied not only to the state

splitting using the phonetic decision tree but also to the
other clustering methods such as the agglomerative clus-
tering methods. It can also be applied to discriminative
training. Studies in these directions seem to be promising.
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